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Abstract

The potential adverse selection concerns regarding the insurance industry due to outcomes of genetic testing are considered. The field of genetic testing is unravelled followed by a detailed explication of adverse selection utilising Rothschild and Stiglitz (1976), Akerlof (1970), and Dahlby (1983). These examinations model adverse selection and provide an illustration of the consequences. The counterargument is presented stating that adverse selection may not be significant by studying Saito (2004) and Macdonald (1999). The market failure is then presented as genuine, as traces are discovered in the Australian health insurance market (Barrett and Conlon, 2003). As a result of the significant finding of adverse selection, one may thus deduce that it is worth studying the potential effects of the market failure upon the insurance industry, as an outcome of genetic testing. An exploratory survey gives an indication of the public perceptions towards adverse selection within the South African health insurance market.  
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1. Introduction

There has been much speculation regarding the effects that genetic testing may have upon society. Some are of the view that understanding the human genetic code will only bring positive waves upon mankind, such as the ability to detect disorders and produce cures which, in the past would have only resulted in death. Others are concerned about negative aspects, such as the possibility of creating a genetic ‘superhuman’ race by selectively engineering the genetic code of an individual from birth; ‘who are we to play god’? However this paper will focus upon the effects of genetic testing on the insurance industry.  

The concept is a simple one: genetic testing will lead to more accurate information about an individual’s health status, which in turn will lead to the individual as well as the insurance company to rate the risk more accurately, and therefore make in theory more optimal decisions regarding the purchase and sale of health insurance products. This has led to an intense debate where on the one side; some individuals maintain that insurance companies will discriminate against persons who are susceptible to genetic disorders. This may come in the form of charging higher premiums, or rejecting the applicants request for insurance. Alternatively, insurers may cherry-pick and only offer insurance to those who are not susceptible to particular genetic disorders. The result would be that those who require insurance the most would be denied it. 

On the other hand some counter this argument by saying that insurance is a business, and like any other economic entity, it seeks to make a profit, or at least not incur a loss. Insurance companies use underwriting to determine how to price a risk. This requires information, and the more accurate the information is, the more accurately priced, or ‘fair’ the premium will be. Therefore, if genetic disorder tests are easily and cheaply attainable the insurer may be able to set premiums that are more commensurate with the risk of their policyholders. Whether the insurance company should demand a test, or simply ask for the results of an acquired one is a separate question.  

This paper however concentrates more specifically on the effect that genetic testing has upon adverse selection within the insurance industry. Adverse selection is a market failure which occurs due to the dilemma of information asymmetries or regulation: high-risk consumers are more likely to purchase insurance and they are more likely to purchase a higher amount of cover, which may lead to low-risk consumers opting out of the insurance pool, due to the fact that cross-subsidisation takes place. Papers such as Rothschild and Stiglitz (1976) and Akerlof (1970) have highlighted that this may lead to the collapse of the market, as only high-risk, costly individuals are left in the insurance pool. The proposal is that insurance companies could avoid this market failure by using genetic test information to better price health risks, and that consumers may also have access to this information which will influence their decision to purchase insurance. However, at the outset it is important to determine whether or not the predicament of adverse selection actually exists; in the event that the market failure is fictional, there would be no motive to be apprehensive about genetic testing in the first place; at least in respect of the insurance industry.       

The paper is structured as follows: Section 2 describes the link between genetic testing and insurance and Section 3 describes the broad field of genetics. This section covers many topics regarding genetics in order to get a general understanding of the mystifying field. Such topics are covered as an explanation of genes, genetic testing, the human genome project, as well as how persons and governments are reacting to these technological advancements. Section 4 explicates the concept of adverse selection and information asymmetries by studying Rothschild and Stiglitz (1976), Akerlof (1970), and Dahlby (1983). Section 5 presents the counterargument that adverse selection may exist only to a certain extent, and that the market theory may actually be insignificant. This is done through a study of two papers, namely Saito (2004) and Macdonald (1999). Section 6 describes Barrett and Conlon (2003) which inspects the health insurance market in Australia and discovers that adverse selection was present in the market during the period of study. The inquiry is thus justified and Section 7 presents a study performed in which the public perception of genetic testing and insurance is clarified, and adverse selection is once again found present. Section 8 concludes the analysis. 

2. On Insurance and Genetic Testing

The manner in which developments in genetic testing may influence the insurance industry is intriguing. One must first comprehend some basic principles which are relevant to insurance theory. 

A middle-aged individual of a relatively safe family sedan vehicle, who has never been involved in a vehicle accident, would not be expected to pay the same insurance premium, as an amateur driver of a fast sports vehicle who has recently obtained their driver’s licence and already possesses an accident history. In a similar manner, one can expect an increase in premium for house insurance, relative to the increase in the value of the property insured. 

These two notions of risk evaluation are well recognised, however, they express some differing characteristics. One aspect of the measurement is quantitative; a vehicle of greater monetary value costs more to insure than one that is worth less. In the event of a negative occurrence, it will cost the insurer more to reimburse the insured. The second seems to be qualitative; in that the insurer considers the inexperienced driver to be of a higher risk that the middle-aged one. This may even hold true if the two policyholders possess identical vehicles. 

It is generally the responsibility of the actuary, as well as underwriters and risk specialists (particularly under short-term insurance) to quantify the qualitative features of the risk. This would involve the gathering and analysis of substantial empirical data, as well as to discover whether or not younger drivers are indeed more likely to be involved in a car accident than older drivers. Further, if that is the case, then how much more likely is it that the motor accident will occur? This is a statistical methodology due to the fact that an individual young driver may or may not be a more risky than the older counterpart. In fact, the opposite may be true, however the insurer relies upon the fact that the driver concerned belongs to a particular class, and that on average (i.e. historical claims experience), that class produces a certain number of accidents.  

Policyholders are pooled together according to their risk type, which ultimately benefits those who encounter adverse situations of loss. In other words, many will contribute for the few who will suffer a loss. The principle of mutuality operates in the following manner: having seen that most of the risk quantities
 are different, the insureds are required to pay a premium, which relates to the risk of loss within the mentioned pool. The risk depends upon two factors: first, the statistical estimation of the probability that insured event will occur and second, the amount of loss which will be paid by the insurer if a claim should arise. Every individual is charged an insurance premium which is commensurate with his or her actual or perceived level of risk. The greater the risk carried by the individual, the higher the premium; no assessment regarding the ability to pay or of the adequacy of benefit entitlement in relation to need is undertaken. 

A substitute approach in insurance is the principle of solidarity, rather than mutuality. Using this notion, the premium paid for insurance cover is not related to the risk which an individual brings to the pool, as it is established externally. This premium may be set by the government utilising regulation for many differing reasons. The premium may be set equal for everyone (community rating)
, or it may be proportional to the amount of income received by the policyholder. In the United Kingdom, the National Health Service (NHS) adopts this approach. 

One may now observe the manner in which the above two principles operate within a voluntary insurance market. An insurer under the solidarity principle will struggle to function in a market in which insurance is purchased voluntarily. This is due to the fact that premium rates are averaged out. In other words, low-risk policyholders are required to pay a premium above their inherent risk value, whilst high-risk policyholders pay a premium below their inherent risk value. Thus, low-risk consumers would be deterred from purchasing insurance, whilst the high-risk counterparts would be encouraged. Therefore, it is clear that an insurer using the solidarity principle will be unable to compete with an insurer using the mutuality principle, unless it is compulsory to operate using the former method. One will further discuss a method of premium setting, namely ‘statistical discrimination’. 

Another dimension within the insurance market concerns the principle of statistical discrimination. This principle signifies that differing premiums may be charged for the same insurance cover. The reason is due to diverse personal attributes such as age, gender, geographic location, and very imperative for this paper, health status. These different characteristics are referred to as ‘risk factors’. Discrimination is often regarded as controversial, as many demand that premiums should be constant regardless of gender and race. It is often viewed that the higher-risk consumers will not be able to purchase insurance. In this manner, those who require it most, such as the sick and the elderly will be uninsurable.

Due to technological advancement, a person’s genetic profile may be a new risk factor, which may one day in the future be utilised by insurers in the determination of premiums, as well as to ascertain whether or not an individual will be granted insurance to begin with. This notion has led to impassioned and controversial debates, surrounding the needs of consumers regarding health insurance (high-risk consumers, which may possess a disorder require insurance to a greater extent), and the needs of insurance companies to protect themselves from the possibility of adverse selection. Adverse selection has been defined as a market failure which occurs due to the occurrence of information asymmetries or regulation. High-risk consumers are more likely to purchase insurance and they are more likely to purchase a higher amount of cover, which may lead to low-risk consumers opting out of the insurance pool, due to the fact that cross-subsidisation takes place. A more detailed explanation of this dilemma will occur later on. 

The core of the argument against the use of genetic testing as a risk factor is that it may lead to consumers with gene hindrances such, as mutations and diseases, to either not be able to obtain insurance cover at all, or only at extremely high rates. In this case, for those whom require protection most will be denied it. The counterargument is that an insurance company, like any other, is required to protect its shareholders and maximise expected profits. An insurance company has to deal with information asymmetries, whereby the policyholder possesses more knowledge about their inherent risk than the insurer. Therefore, in order to set actuarially fair premiums, it is important to gather as much information about the risk, whilst still keeping the costs of the inquiry low.

It may be useful to discover any genetic defects which a potential insured possesses. Any predisposition to a certain disease, detected through a genetic test, would prove beneficial in determining the likelihood that an individual will claim under a particular health insurance policy. Importantly, insurers are likely to have greater certainty in determining the frequency and magnitude of claims under an insurance contract. The prospects of the insurer requesting a consumer to be tested seem highly unlikely; this is due to the fact that regulation is unlikely to allow insurers to demand a genetic test as it would be a violation of privacy and dignity. However it may be possible to request results of any genetic tests taken previously. Legislation across the world has thus far forbidden both the above scenarios. 

It is worth noting that many insurance companies see the use of genetic tests as time consuming and expensive. This is due to the reality that much time may be required to await and evaluate test results. In turn this may lead to increased administration costs, which insurers strive to avoid. It is the opinion of many that the current structures in place such as family history are inexpensive and effective. Whether this method is used by insurance companies in the future remains to be seen, however it is important to note that advances in genetics are rendering testing simpler, faster and more cost-effective. The likelihood does exist that in the near future persons may undergo a series of genetic tests, discover that the probability of developing a genetic disorder is a high, and therefore be more inclined to purchase insurance, as well as a larger quantity thereof. The insurer, with inaccurate (or incomplete) knowledge of the risk will set premiums too low, resulting in losses. Those policyholders which are low-risk may opt out of the insurance contract as they essentially become aware that subsidise higher-risk individuals. It is therefore of great importance to establish whether or not adverse selection is likely to occur if the use of genetic testing in insurance is forbidden by regulation. It is however essential to first acquire some understanding of genetics, genetic testing, as well as the theory of adverse selection itself.      

3. Insights on Genetics

The term genetics is derived from the Greek word ‘genno’, which means ‘to give birth’. Genetics is the science of genes, heredity and the variation of living organisms (Hartl & Jones, 2005). 

Genetics is the analysis of heredity as well as dissimilarity in living organisms. The study includes the manner in which organisms receive characteristics from previous generations. The attributes are depicted by the genetic information contained in molecules named DNA, which contain directions regarding the formation and functioning of organisms. Genes are forwarded from parent to child and are crucial in the determination of appearance and behaviour. 

The understanding of the inheritance of characteristics has been inherently understood since prehistoric times regarding the enhancement of livestock and crops through selective breeding (breeding organisms in a manner which will result in desired offspring). However the contemporary art and science of genetics, which attempts to comprehend the systems of inheritance began in the 1800’s with the work of Mendel. The following section will outline the most significant topics regarding genetics in order to attain an understanding of the field, as well as the beginning links to the insurance industry.  

3.1) DNA

DNA stands for ‘deoxyribonucleic acid’, which is a chemical information database, carrying the complete set of instructions for manufacturing the proteins, which cells require (Access Excellence, 2007). The arrangement of DNA molecules provides the ability to bear genetic information essential for a cell to replicate itself (Winter et al, 2002). A long chain of monomers called nucleotides make up DNA, which is called a polymer. The actual DNA molecule is a polynucleotide, as each nucleotide consists of three parts: a sugar, a phosphate set, and a nitrogen, which contains a ring-formation named a base. The sugar is a five carbon pentose molecule called deoxyribose, in which the OH-part of the carbon on the ribose is substituted by hydrogen (Hartl & Jones 2001). 

Nucleotides contain four bases: adenine, guanine, thymine, and cytosine. These molecules contain carbon and nitrogen ring-formations. Adenine and guanine possess two carbon-nitrogen rings and are acknowledged as purines, whilst cytosine and thymine possess a single ring and are named pyrimidines (Lewis, 2007). The bases are connected to the sugar by a link between the carbon of the sugar and a nitrogen of either the purines or the pyrimidines. Adenine pairs with thymine and cytosine pairs up with guanine. A nucleoside is a sugar linked to a base (Marconi, 2001). A nucleotide is a nucleoside which has a phosphate group joined (the juncture may contain one to three phosphate groups) to the sugar. Nucleotides may be found in cells either as individual constituents or polymerized as nucleic acids, namely DNA or RNA (Mange & Mange, 1994). 

Polynucleotides are nucleotide triphosphates which are connected; four are employed to synthesize DNA polynucleotides: deoxyadenosine, deoxythymidine, deoxycytosine, and deoxyguanosine. All these are classified as triphosphates. Polynucleotides can vary in size with no limit on the quantity and arrangement of the nucleotides (Winter et al, 2002). 

3.2) Double Helix

DNA molecules possess a clear distinguishing arrangement known as a double helix. This configuration was revealed in 1953 by Watson and Crick in Cambridge, whilst utilising X-ray diffraction images supplied by Franklin and Wilkins (Winter et al, 2002). Their observations indicated that DNA is present as two polynucleotide chains enfolded round one another creating a double helix. The spine which is found on the outside is made of sugar-phosphate and the bases are level molecules, which face the centre of the helix and are piled on top of each other (Winter et al, 2002). The structure of DNA is regular as there are reiterated patterns of bands. For every ten base pairs, the double helix completes a turn. It is said that the double helix is ‘anti-parallel’; this is due to the fact that one strand runs as phosphates of one nucleotide are joined to the carbon of the next, whilst the other strand runs the opposite way around. Stable helixes are only formed when polynucleotides are anti-parallel
 (Winter et al, 2002). When one observes a double helix from the exterior, a major and minor grove may be visible, this is necessary for the contact with proteins, replication of DNA, and for the manifestation of genetic information. The sugar-phosphate spine is on the right, which renders the double helix right-handed. Other types of DNA may occur when crystals of the molecule occur under certain conditions (Winter et al, 2002). In cells, the form is known as ‘B form’, there are also ‘C’, ‘D’, ‘E’ and ‘Z’ forms, which may even sometimes be left-handed. 

The two polynucleotide chains among the bases interact; the two-ring purine interrelates with the one-ring pyrimidine. In this manner, as mentioned above, adenine and thymine are paired, whilst cytosine and guanine are paired. Hydrogen bonds are created between the bases in order to stabilise the contact (Lewis, 2007). Two links form between A and T and three form between C and G. The manner in which the bases pair-up between the two DNA strands in known as ‘complementary base pairing’, which is of great significance (Lewis, 2007). Any other formation used between the bases may be too big and may not allow for the formation of the hydrogen bonds. The sequences of the two strands are complementary to one another; therefore they may be used for prediction purposes; therefore one may determine the code on a strand by viewing the formation of the other. (Lewis, 2007). This is imperative for preserving genetic information and allocating it to other cells subsequent to cell division. Complementary base pairing is also elementary for the representation of genetic information and is vital for transmitting DNA sequences into mRNA and developing them into protein (Mange & Mange, 1994). Messenger or mRNA is a duplication of the information carried by a gene on DNA. The function of mRNA is to carry the information contained in DNA for purposes of duplication and translation. The hydrogen bonds may be dislocated by certain temperatures and chemicals; this is known as a ‘denatured’ strand. In cells, enzymes may divide the strands for the objective of copying DNA and expressing genetic information. ‘Expression’ refers to the actual carrying out of the genetic instruction (Mange & Mange, 1994). 

RNA is comparable to DNA and some vital differences exist. In RNA, deoxyribose is replaced by ribose and thymine is replaced by uracil, which also pairs with adenine (Winter et al, 2002). RNA molecules are usually single polynucleotide strands, which do not form a double helix. Having said that, it is possible for complementary regions of the same RNA strand to pair up, forming double-stranded areas (Winter et al, 2002). 

The main function of DNA molecules is the long-term storage of genetic information; a referral may be made to blueprints, as instructions are contained on the construction and usage of cellular components. On the other hand, RNA is important for the processes of translating genetic information from DNA into proteins. RNA carries information contained in DNA to whichever cells require instructions in order for the organism to function using proteins and amino acids. 

3.3) Genes

A gene is a distinct section of DNA containing a base series which encodes the amino acid progression of a polypeptide (Raz, 2005). The information necessary for an organism to reproduce itself is contained in DNA. This information is enclosed in the base sequence of DNA and is structured as a number of genes which contain the commands for polypeptide synthesis (Joseph, 2003). Gene size may differ vastly from less than one hundred base pairs to several million. In some organisms genes exist on a succession of long DNA molecules named chromosomes. In human beings there are more or less thirty thousand genes set up on 23 chromosomes (Lewis, 2007). The genes are spread and segregated from each other by sequences which do not possess useful information; this type of DNA is named ‘intergenic’. Intergenic DNA is a stretch of sequences situated between clusters of genes which make up a high percentage of the human genome, however possessing few or no actual genes, most of which have no currently known function (Lewis, 2007). 

Only one strand of the double helix contains biological information, this is the template strand which is used to construct an RNA molecule that instructs the synthesis of a polypeptide - the other strand being the nontemplate strand, although both strands have the ability to become templates (Hartwell et al, 2006). Other names for the template strand are ‘sense’ and ‘coding’. The template acts as a model which operates as a guide; the replication of one strand (template) will act as an outline in the formation of a new double-helix. 

Generally genes are dispersed erratically on the chromosomes; however some are arranged into collections or clusters (Pierce, 2007). Two types exist, namely operones and multigene families (Pierce, 2007). Whilst operones are found in bacteria and contain genes which encode proteins, however in higher organisms the clustered genes are multigene families. Genes in a multigene family are identical and not controlled in a coordinate manner (Hawley & Walker, 2003). It is thought that clustering occurs due to the requirement for manifold copies of the gene which was accomplished by duplication due to evolution (Winter et al, 2002). Multigene families can be simple or complex. Genes are identical in simple multigene families whilst complex multigene families possess genes which are extremely comparable, however non-identical (Griffiths et al, 2007). 

Gene expression is the procedure by which biological information in a DNA molecule (from the base sequence) is made accessible to the cell (Winter et al, 2002). Gene expression encompasses the replication of information in DNA molecules by conducting the synthesis of an RNA molecule of complimentary sequence. This procedure is known ‘transcription’ (Griffiths et al, 2007). The information process, which is dictated, was originally named the ‘central dogma’ by Crick (Winter et al, 2002). The synthesis of a polypeptide (amino acid is established by the base sequence of the RNA) is then dictated by the RNA, which process is known as ‘translation’ (Griffiths et al, 2007). It is said by the central dogma that information transfer only occurs from DNA to RNA to protein, however in retroviruses there exists an enzyme named ‘reverse transcriptase’, which may copy RNA into DNA (such as the HIV/AIDS virus). The above mentioned biological information inside genes is a set of directions for protein synthesis when such is necessary (Winter et al, 2002). 

3.4) Mendel’s Laws

It is worth briefly mentioning the work of Gregor Mendel, born in modern-day Czech Republic, who founded the basic rules for predicting the manner in which simple traits are passed on to succeeding generations (Lewis, 2007). This was done by performing experiments regarding pea plants. 

Tall plants were crossed with other tall plants and short with short. In this manner, only one characteristic (length) was being tested. This type of mating is a monohybrid cross, due to the fact that the parents only differed in one trait (Strachan & Read, 2003). The hybrids were the ones which received the same trait (tall). Hence, it was discovered that some dominant traits mask recessive ones (tall may mask the short). In 1865, Mendel stated that: the greater the numbers are the less is the chance of a random occurrence. In other words, the greater the experimental quantity, the less is the chance that an unexpected result would occur (Lewis, 2007). 

The first law is that of segregation. This law states that the two alleles, which are the possible expressions of a particular trait on a gene (tall; tall or tall; short); separate during the formation of gametes, therefore each gamete (sex cell) receives one of the two alleles randomly (Winter et al, 2002). This law allows for predictions of genotypic
 and phenotypic
 ratios among offspring. If an individual has two identical alleles for a gene, that gene is said to be homozygous. If an individual has two different alleles for a gene, the particular gene is said to be heterozygous (Winter et al, 2002). One can rely upon probabilities to determine the chance that a particular trait is observed in the offspring. For example, if the father and mother have brown (BB) and blue eyes (bb) respectively
, the child only has a 0 probability of having blue eyes which are expressed as a phenotype, as the resulting gene would look as such: Bb. However if the father has brown eyes (Bb) and the mother has blue eyes (bb), the offspring will have a 0.5 probability of having blue eyes (either Bb – brown or bb – blue). It must be taken into account that the blue eye colour is recessive and will be masked. Some genes may contain multiple alleles, which are determined by the chemical changes that lead to the possible phenotypes (King & Stansfield, 2002). A convenient way to determine certain probabilities is to use a checkerboard and testcross the known characteristics (Winter et al, 2002). 

The second law is that of independent assortment. This law deals with the inheritance of two or more pairs of traits (Winter et al, 2002). An example is that of hair and eye colour. It is stated that the segregation of one pair of alleles does not alter the segregation of the other pair. 

It is possible to determine the probabilities of having male or female offspring. The male gamete (sperm) carries an ‘X’ and ‘Y’ chromosome, whilst the female gamete (ovum) only carries an ‘X’ (Hartl & Jones 2001). It is basically the male gamete that determines the ultimate sex of the offspring. One may thus find that when crossing a male (XY)
 and a female (XX)
, there are two chances with a probability of 0.25 each of being male and two chances with a probability of 0.25 each of being female (Hartl & Jones 2001). This means that the offspring has a fifty percent chance of being either sex. 

3.5) Human Genome Project

The revelation to sequence the human genome occurred in 1986 through Renato Dulbecco, a virologist who hoped the information would disclose the manner in which cancer arises (Mange & Mange, 1994). Geneticists met in Long Island, New York at the cold Spring Harbor and the Human Genome Project (HGP) officially began in 1990 under the leadership of the United States Department of Energy as well as the National Institutes of Health (Mange & Mange, 1994). 

The original focal point was to progress tools and technologies in order to separate the human genome into parts small enough to sequence, as well as to enhance the efficiency of sequencing techniques. The completion date was set at 2005; however by 1995 substantial progress had been made (Mange & Mange, 1994). Therefore, once the mapping techniques were established it was more uncomplicated to focus on sequencing. 

The HGP’s objective was to make a vast amount of data, regarding information contained in the human genome, more easily accessible. This could be explained by using a dictionary as an example. If one requires the meaning of a certain word, it is unnecessary to read through the entire dictionary (Winter et al, 2002). Words are set alphabetically and certain other techniques make it easier to locate words faster, such as writing the first and last word at the top of each page (Winter et al, 2002). In a similar manner, the HGP attempts to order genetic information with the end goal of making it more accessible. 

To begin the sequencing of the human genome it was necessary to produce framework maps. This was performed utilising genetic maps as well as physical maps. Genetics maps are centred on recombination frequencies between markers
 (Lewis, 2007). Scores are then used to indicate frequencies between markers. Genetic maps are used for ordering genes; however, the frequency of recombination is not constant. Therefore, they do not give accurate accounts of physical distances between markers (Lewis, 2007). Physical maps area created by sub-dividing the genome into smaller areas. The genes on each of these are then determined. 

Linkage maps are created and studies are performed on cytogenetic (matching phenotypes to detectable chromosomal abnormalities) abnormalities in order to localise genes, although these tools predate the HGP, they are still used as basic starting points (Lewis, 2007). More recent technologies are those at molecular-level, whereby one can inspect genes of high interest. Further, sequencing technologies are used to depict the gene, base by base. Eventually, sequences are compared across genes, individuals, or species (Winter et al, 2002). The analysis stage is referred to as ‘informatics’, whilst the entire procedure of sequencing genomes and learning their structure is known as genomics (Winter et al, 2002). 

Genome analysis may be summarised as follows: one should obtain chromosome maps and set landmarks, chromosome parts should be attained, the parts must be sequenced, the sequences must be overlapped and extended to known sequences, and finally the sequences must be compared (Winter et al, 2002). 

The information which will be provided by the HGP as well as the uses thereof will be briefly mentioned: 1) Diagnostics; one may identify disease-causing genes. This may lead to possible breakthroughs in therapy and cure (Mange & Mange, 1994). 2) Evolutionary studies; a comparison may be performed between different species and possibly answer questions of where the human species came from as well as where it is going. 3) Population genetics; one may compare genomes and gene variants between different cultures as well as regions in order to trace and explicate historical patterns (Mange & Mange, 1994). 4) Genome organisation; one may discover functions and regularities of specific genes such as which ones encode protein, which are repeats, which regulate other genes and what their certain organisation is? 5) Identification of gene functions; using test species such as mice, one may discover certain uses of genes as well as disease triggers. 6) Product development; one may create and mass-produce products for genetic uses in pharmaceuticals, as well as industrial and agricultural inventions (Mange & Mange, 1994). 

Initially it was predicted that the number of genes in the human genome were from 80,000 to 100,000, the estimation would be lowered to 60,000 to 70,000 (Passarge, 2006). The HGP will also help address some of the ethical, legal, and social issues that arise from the project, as well as the study of genetics in general (Passarge, 2006). This is due to the fact that concerns will be enlightened by more accurate information.    

The HGP was final draft sequence was completed in 2003, although a draft was printed in 2000. The knowledge attained is having a noticeable influence on biology and genetics. This includes an improvement in genetic diagnosis and the progress of new pharmaceutical products. Certain final HGP papers were published in 2006, however completing the genome sequence is just the first step; many post-sequencing challenges lie ahead, such as: protein conservation (structure and functioning), discovering which genes are involved in complex characteristics and multi-gene disorders, evolutionary conservation among organisms, and understanding the interaction of proteins in complex molecular structures. The discoveries resulting from the HGP will also assist in the decisions regarding the insurance industry, as more accurate data and knowledge will assist policymakers when creating regulation.   

3.6) Genetic Diseases

There exist an extremely varied number of conditions which are a consequence of gene mutation and chromosome abnormality. Disorders may be categorised as follows: Single gene defects, Chromosome disorders and Multifactorial disorders. 

3.6.1) Types of disorders

Single Gene Defects:

These diseases are also known as ‘mendelian disorders’, ‘monogenic disorders’ and ‘single locus disorders’ (Winter et al, 2002). As the name suggests, these diseases are caused by the existence of a single mutated gene. The mutation modifies the coding information so that the gene either manufactures the wrong protein or neglects to make the required protein altogether (Winter et al, 2002). The consequential protein deficiency is responsible for the symptoms of the disease. The mentioned gene mutation may be passed from parents to offspring or may occur spontaneously (de novo) in a germ cell – sperm or ovum – of the parent, resulting in the offspring carrying the mutation in every cell post-fertilisation (Winter et al, 2002). These disorders are infrequent but all together they effect between 1 to 2% of the population. At present, over 10,000 single gene disorders have been discovered in humans. All applications, thus far made to the Genetics and Insurance Committee (GAIC)
, have been regarding diseases of this nature. Following are some examples of such disorders. 

· Cystic fibrosis: This is an autosomal
 recessive disorder found predominantly in Western European populations. The defective gene encodes a chloride channel protein; this causes mucous secretions to build up in the lungs, leading to chronic lung disease (Winter et al, 2002). 

· Huntington’s disease: This is an autosomal dominant disorder, which leads to an accelerated deterioration of the central nervous system. Generally, symptoms arise late in adult life and get worse until death results from dementia, usually 15 years later (Winter et al, 2002). 

· Duchenne muscular dystrophy: This is an X-linked recessive disorder, which causes muscle restriction in males resulting in death by the age of 20. The malfunctioning gene encodes the dystrophin protein, which has a structural task within muscle cells (Winter et al, 2002). 

· Haemophilia: This is an X-linked recessive disorder affecting the blood coagulation (clotting) system. Males with the disorder will endure long-lasting bleeding following an injury (Winter et al, 2002). 

· Neurofibromatosis: This is an autosomal dominant disorder, which is resultant of mutations in the NF1 and NF2 genes. Individuals concerned acquire benign tumours on the skin named neurofibromata. The abovementioned genes are concerned with encoding proteins that have tumour suppressing functions (Winter et al, 2002). 

· Haemoglobinopathies: These are a group of disorders caused by imperfections in the structure and synthesis of haemoglobin. Sickle cell disease is an example, where the abnormal haemoglobin causes sickling (the production of sickle-shaped red blood cells, as in sickle cell anaemia of red blood cells leading to anaemia and tissue ischemia (a decrease in blood supply to a bodily organ) (Winter et al, 2002). 

· Inborn errors of metabolism: These are a group of disorders caused by the deficiencies of enzymes which are required within the metabolic process (Winter et al, 2002). 

Multifactorial Disorders:

Disorders of this kind are generated by mutated genes in numerous complex ways, which are not clearly understood. This entails the interface of multiple genes as well as their interaction with environmental factors, such as pollution and lifestyle choices, such as smoking cigarettes (Lewis, 2007). Some examples of these types of disorders include; diabetes, coronary artery disease as well as most congenital malformations.    

Chromosome Disorders: 

These conditions are caused by the loss or gain of one or more chromosomes or by modifications in the chromosome structure. Generally, chromosome disorders occur de novo in the parent’s germ cells
; however there have been examples of inherited chromosome abnormalities (Lewis, 2007). Disorders involving the number of chromosomes may entail the existence of multiple copies of each chromosome (polyploidy) or the gain or loss of individual chromosomes (aneuploidy). There are also structural chromosome abnormalities which are a consequence of chromosome breakage and could entail the deletion, duplication or reorganisation of chromosome segments (Lewis, 2007). These disorders will not be considered by the GAIC and will therefore not be used for insurance purposes in the United Kingdom; however such may not be the case in the future with the advent of genetic developments as well as in other countries. (Lewis, 2007). These disorders are too complex to be considered by the insurance industry at this time, and always result in adverse consequences taking place. In other words, the disorder will be certain from an early stage making it undesirable for an insurance company to cover.    

3.6.2) Inheritance

Three patterns of inheritance have been pinpointed. Autosomal dominant disorders involve the inheritance of a single mutant allele which causes the disease to emerge (Hartl & Jones, 2005). The concerned individuals are heterozygous and the offspring have a 50% chance of inheriting the defect. Autosomal recessive disorders entail mutations in both alleles in order for the disease to be manifested (Hartl & Jones, 2005). The heterozygous individuals who have the single mutated allele are carriers; for the carrier parent, one in four offspring is affected, one in four is normal and one in two is a carrier. X-linked disorders lead to males being affected and females being carriers (Hartl & Jones, 2005). For female carriers, this means that 50% of male offspring will be affected and 50% of female offspring will be carriers.      

3.6.3) Mutation

Mutations may be describes simply as adjustments to the usual DNA sequence of an organism, which result from the act of chemical and physical agents or from errors within DNA replication (Hartl & Jones, 2005). Mutations may be perpetuated by cell division and the nature of such a mutation will be portrayed by the phenotype and the genotype. The DNA sequence establishes the amino acid sequence of the encoded protein (in the gene). Modifications to the amino acid sequence may distort the capacity of the protein to function correctly (Hartl & Jones, 2005). This could have ruinous effects upon the organism. Once the modifications are initiated, they are made permanent by replication and passed on to the daughter cells subsequent to cellular division. If an organism presents the normal phenotype for that particular species (although carrying a mutation), the particular organism is known as a wild-type. If the organism presents a change in phenotype due to the mutation it is called a mutant (Hartl & Jones, 2005). Two types of mutations exist, namely point mutations and gross mutations.

Point mutations:

These involve the modification of a single gene base and have different consequences for the protein encoded by the gene. 

· Missense mutations: There is an alteration of a single base, which alters the codon
 so that the encoded amino acid is modified. The effects on organisms vary, as some proteins bear changes to the amino acid sequence. However, changes to the important areas of a protein will cause undesirable phenotypic results (Winter et al, 2002). 

· Nonsense mutations: These change the codon of an amino acid into a termination codon. The result is premature cessation of translation of the messenger RNA; therefore the protein will lack certain necessary substances. Phenotypic mutations will generally occur (Winter et al, 2002). 

· Frameshift mutations: These occur due to the insertion of supplementary bases of the deletion of existing ones from the DNA sequence of a gene. If the number is not a multiple of three, the reading structure will be changed and the ribosome will organise a dissimilar set of codons, which will alter the amino acid sequence of the encoded protein. These mutations generally have notable effects on the phenotype (Winter et al, 2002). 

· Silent mutations: The modification occurs at the third base of a codon, and as a result of the degradation of the genetic code, the amino acid will not be altered. The encoded protein will not be affected and there will be no mutation of the phenotype. These alterations accrue in the DNA of the organism and are known as polymorphisms (Winter et al, 2002). 

· Splice site mutations: These mutations modify the signal sequences for splicing at the ends of the exons, therefore a failure of RNA transmitted from the mutated gene, results in improper splicing (Winter et al, 2002). 

· Promoter mutations: These types of mutations occur rarely and affect the manner in which gene transcription is regulated. This may result in reduction or elimination of the gene expression (Winter et al, 2002).

· Transversions/Transitions: These mutations involve the replacement of a purine with a pyrimidine or visa versa. They are also replacements involving two purines or two pyrimidines (Winter et al, 2002).

Gross mutations:

Gross mutations result in notable modifications to DNA, usually involving long stretches of sequence. 

· Deletions: This is a loss of a portion of the DNA sequence. The amount may vary, ranging from a single base or sometimes an entire gene sequence (Mange & Mange, 1994).

· Insertions: The mutation occurs as a consequence of supplementary insertions of extra bases, generally from another part of a chromosome. Once again the amount may vary (Mange & Mange, 1994). 

· Rearrangements: These mutations are a consequence of DNA segments within or outside a gene exchanging position with one another (Mange & Mange, 1994). 

Mutation and disease: 

In higher organisms, DNA mutation plays a major role in disease development. Genetic diseases are a result of mutations which are inherited from parents and passed down through the generations. Mutations may occur at random in any cell; however, mutations in a single cell generally have no effect on the organism due to the fact that cells are constantly being replaced (Winter et al, 2002). On the other hand, mutations in germ cells may be forwarded after conception and will appear in every cell of the offspring, which then becomes a carrier of the mutation to be potentially passed on to subsequent generations (Winter et al, 2002). Gene mutations may differ extensively which explains the wide variety of diseases, including cancer.

There are certain notions of substantiation that genes are involved in the development of cancer. Tumour cells possess altered numbers of chromosomes and the chromosomes often show structural rearrangements (Winter et al, 2002). The greater part of mutagens is also carcinogenic.
 The predisposition to cancer may be inherited from parents and passed down to succeeding generations (Winter et al, 2002).  

3.7) Genetic Testing

Lewis (2007) defines genetic testing as an analysis of human DNA, RNA, chromosomes, proteins, and certain metabolites with the primary objective of detecting heritable disease–related genotypes, phenotypes, mutations, or karyotypes for clinical and medicinal purposes. Genetic testing permits the genetic diagnosis of susceptibilities to inherited diseases and may also be used in the determination of a person’s ancestry (Winter et al, 2002). In addition, to studying chromosomes at individual gene level genetic testing in a broader sense includes biochemical tests for the presence or absence of proteins, which signal mutations. Genetic testing may identify changes in chromosomes, genes or proteins and is used most of the time to determine inherited disorders (Winter et al, 2002). The results may be used to confirm or rule out certain genetic conditions or determine one’s probability or developing or passing on a genetic disorder. Several hundred genetic tests are in use and many are being developed (Winter et al, 2002). 

Genetic testing generally involves the examination of DNA taken from samples of blood or other bodily fluids or tissues. This will often pinpoint an anomaly related to a particular disorder. The following is a non–exhaustive list of possible genetic tests:

· New born screening: These are routine tests performed directly after birth for certain disorders, which may be treated early on in life. One of the tested diseases is phenylketonuria which is a disorder that causes mental retardation if left unattained (Hartl & Jones, 2005). 

· Diagnostic testing: This test is used to identify specific genetic or chromosomal conditions. Testing is often done when symptoms arise and a condition is suspected (Hartl & Jones, 2005).

· Carrier testing: Carrier testing is performed on individuals who carry one copy of a gene mutation which could lead to a genetic disorder in the presence of two copies. If an individual has a family history of a certain disorder the test may be done in order to rule out possibilities of the offspring acquiring the fault (Hartl & Jones, 2005).

· Prenatal testing: As the name suggests the test is used to detect modifications in the foetus’ genes or chromosomes before birth. Testing of this nature is used for parents with an increase risk of genetic disorders (Hartl & Jones, 2005).  

· Predictive and pre-symptomatic testing: These tests are used to detect mutations related to disorders which appear later on in life. Such testing may be useful for individuals who have family members with certain genetic disorders, but show no signs of such faults themselves (Winter et al, 2002).

· Forensic testing: Forensic tests use DNA in order to identify individuals for legal matters. Unlike the above mentioned tests mutations are not sought after but identification is the end goal (Winter et al, 2002). 

· Research testing: This includes finding unknown genes in gaining knowledge of how genes work and enhancing awareness of certain conditions (Winter et al, 2002). 

Medical modus operandi: 

When an individual opts for genetic testing the tester, once obtaining informed consent, may order the examination. Tests may be performed on samples of blood, hair, skin, amniotic fluid or other tissue (Winter et al, 2002). An example of a medical procedure is a buccal smear, which uses a cotton swab to collect a sample of cells from inside the surface of the mouth. Positive test results state that there is a change in the gene, chromosome or protein which may result in phenotypic mutation. A negative test result thus implies that no alteration has taken place, however it may lead to inconclusive results. It is for that reason that further testing is always required in order to confirm results (Winter et al, 2002).  

James Dewey Watson is the co-discoverer of the double-helix configuration as well as one of the initiators of the human genome project; he was once quoted as saying: “We used to think our fate was in the stars. We now know, in large part, it is in our genes.” (Conrad & Gabe, 1999: 1).

3.8) Public Concerns Over Genetic Testing and Insurance

Numerous people have expressed concerns surrounding the use of genetic testing. However, the contemplation of the utilisation of genetic testing for insurance purposes has created a problematical debate. Certain basic grounds exist on which the use of genetic testing for insurance purposes has been criticised (Campbell, 1997). 

· Discrimination: Some are concerned about the possibility that a two-tier system may develop. This would cause a ‘genetic underclass’ of policyholders, who would be charged greater premium rates according to their predisposition to particular congenital diseases. The argument that insurers will use genetic results to justify an increase in premiums is generally one which is always brought up first. This matter inspires concerns that those persons and families that require insurance the most will ultimately be denied it. 

· Gene disorders are not the fault of carriers: Genetic alterations are not high-risk lifestyle decisions. The individuals concerned by such problems were simply born with these negative modifications and should not be discriminated against as a result.  

· Test deterrence: The anxiety of being compelled to report genetic test results may deter individuals from being tested due to fears that premiums may increase, not only for themselves but for their entire family. Therefore, persons who could make use of early detection and prevent disorders from worsening will be discouraged from doing so.

· Imperfect predictions: Many types of genetic tests are poor indicators of the time frame when a particular disorder may actually surface, what is the likelihood it will occur and whether or not adverse consequences will be brought about. Thus if these tests were used by insurers, claim cost predictions may be less than perfect. 

· Confidentiality: There are concerns that test results will be stored on a general database, which all insurers will have access to. This information could be used by other insurers in the future and since genetic diseases may be hereditary, some family members may be affected even though they have never been tested.

· Eugenics: This concern is extremely theoretical; however it does require some attention. The idea is that the simple availability of genetic information may lead to intolerance of persons that are less than perfect. This could even lead to an attempt to control the spread of inherited genetic disorders.

3.9) Regulation of Insurance and Genetic Testing: Initial Observations

Prior to 1995, the insurance industry was generally oblivious to developments within the field of human genetics. Moreover, many were of the opinion that the future use of genetic testing for insurance purposes would not lead to any discontent. The United Kingdom (UK) provides a good model on which to focus the discussion on regulation. This is due to the fact that much consideration has taken place on the issues regarding genetic testing and insurance, which many other countries have been influenced by. In the UK, the House of Commons Science and Technology Select Committee commentated on human genetics in 1995; included in the discussion were certain issues regarding health insurance. The Association of British Insurers (ABI) focussed upon the dangers of adverse selection
, whilst the Select Committee saw more significance in other affairs such as employment
. The industry was granted a year in which to devise propositions to deal with the question of setting insurance premiums according to genetic health status. The UK government however rejected the claims made by the ABI relating to potential adverse selection consequences and the issue continued to escalate. 

The drawback of attempting to present material evidence regarding the connection between adverse selection and genetic testing was that there has always been a lack of research regarding underwriting and adverse selection to begin with. No empirical studies were available to elucidate upon the impact of genetic testing within the insurance industry. It was therefore uncertain whether the inability to use genetic test results would cost the insurance industry a significant amount or nothing at all. The potential consequences of regulation were unclear. 

In 1996, the Institute of Actuaries and Faculty of Actuaries held a meeting, at which it was concluded that the absence of genetic testing would not translate into significant risk for the insurance industry. There were however two exceptions: first, if candidates for large sums assured were to withhold genetic information, and second, in the case of a selective few extremely rare single gene disorders, which are generally underwritten using a family history. 

During 1997 the ABI appointed Professor J.A. Raeburn, a clinical geneticist, as the genetics advisor to the industry. A two year moratorium on the use of genetic test results in relation to life insurance for sums assured of up to £100,000 was put in place. There was also a prohibition on charging lower premiums to policyholder with ‘good’ genes, as well as a code of conduct which member insurance companies had to adhere to. 

The opinions of ABI insurance companies, as well as those worldwide vary on the issue of genetic testing. Some insurance companies regard genetic testing as a risk factor on a commercial front, which should be granted some attention. Other insurance companies are concerned about the risks of adverse selection, whilst others have stated that they have no intention of viewing genetic test results in the near future. 

The UK government also created the Human Genetics Advisory Commission (HGAC), whose main function is advising on human genetic developments. The issue of insurance and genetic testing was a top priority and a report was given at the end of 1997. As with the Select Committee, a moratorium was recommended on the use of genetic test results. The UK government then formed the Genetics and Insurance Committee (GAIC) in 1998. The function of the GAIC is to consider the precision and consistency of specific genetic tests, as well as to declare if insurance companies are permitted to utilise them. In this manner, the legal principle of permitting discrimination based upon statistical evidence was upheld; however an official process of appraisal was formed. 

In 1999, the first meeting of the GAIC took place, where progress was made on determining criteria and processes for assessing genetic tests. These standards and assessments were announced in 2000. In order for a genetic test to be authorised by the GAIC, three relevance criteria have to be met:

· Scientific relevance: The test must measure the genetic information accurately.

· Clinical relevance: The result of the test must have implications on the health of the individual.

· Actuarial relevance: The health implications must have an impact upon the possibility of an insured event(s) occurring, and thus a claim being lodged under an insurance contract. 

In 2000, the Huntington’s disease test passed all the criteria and was thus certified to be used to classify the associated risk and thereby adjust premiums according to an individual’s relative risk under a life insurance contract. The first annual report of the GAIC was also published in 2000. In 2001, the GAIC was suspended and the government committed to the reconstitution of the council. Another five-year moratorium was passed on the use of genetic test results by insurers from 2001 to 2006. The new chairman of the GAIC, Professor David Johns, was appointed in 2001, and the rest of the council members were appointed in the subsequent year. The reconstituted and expanded GAIC held its first meeting during 2002. The UK has made significant progress in dealing with issues relating to genetic testing and insurance.  The regulation and processes are worth describing for a clear understanding of the manner in which governments are dealing with the advent of genetic testing regarding the insurance industry. 

The GAIC is required to develop and publish the criteria for the assessment of genetic tests, as well as to apply the three relevance criteria. It is necessary to report to Her Majesty’s Treasury, Departments of Health, and Trade and Industry Ministers on propositions received by the GAIC from insurance companies. It is also a requirement to report on the compliance of the insurance industry with recommendations made by the GAIC. The GAIC is also required to supervise insurers in relation to their utilisation of genetic tests. It is important to ensure that the ABI Code of Practice and the terms of the five-year moratorium enacted in 2001, on the use of genetic test results by insurance companies are abided by. Any complaints from insurance applicants (potential policyholders) must be deliberated regarding the manner in which an insurance company has dealt with an application under the moratorium. This is in the event that the applicant’s query has not been resolved by the insurance company in the first instance and the ABI in the second instance.  

In 2002, Lord Hunt attempted to describe what the GAIC is. The membership must be representative of the medical and scientific industry, as well as ensuring positive patient welfare, consumer affairs, and insurance industry input. The GAIC must contribute toward evaluating the scientific, clinical and actuarial relevance of genetic tests recommended by the insurance industry regarding the setting of premiums. A role will also exist in ensuring that the insurance industry complies with the moratorium on the use of predisposition genetic tests in setting insurance premiums.  

GAIC statements:

The Human Genetics Advisory Commission (HGAC) defined a genetic test as “A test to detect the presence or absence of, or change in, a particular gene or chromosome”.  The GAIC stated that a genetic test should be projective of, or linked with, significant health effects relevant to life and/or health insurance. The definition includes an indirect test for a gene product or other metabolite that is suggestive of a specific genetic change in a certain family. The definition excludes diagnosis based upon clinical examinations or other recognised non-genetic examinations, such as biochemical tests for cholesterol and imaging procedures.

The GAIC describes two types of genetic tests: biochemical analysis and analysis of heritable genetic material. Biochemical analysis may uncover changes in the level of a particular gene product (protein) or a typical disturbance of metabolism, which suggests an inherited change within a gene. Analysis of heritable genetic material can identify alterations in DNA or chromosomes into which it is encoded. All applications to the GAIC have been related to the later method thus far. 

To date, in the United Kingdom, no intention exists to demand that an individual undertake a genetic test prior to being offered insurance. The moratorium applied to the use by insurance companies of predisposition genetic tests for sums insured of less than £500,000 for life insurance and less than £300,000 for other insurance. In relation to cases where these limits are exceeded, insurers may only use GAIC approved predictive tests. Thus far, the GAIC only approved predictive tests for Huntington’s disease, for the use of determining life insurance premiums regarding policies with a sum assured of greater than £500,000.  

Internationally, numerous countries have interceded to regulate the use of genetic testing by insurers to ensure consumers are protected from potentially abusive practices. In some instances, genetic testing is regulated regarding technical quality, counselling, and the disclosure of benefits. Examples of this method of regulation exist in Austria, the Netherlands, and Norway. In other cases, regulation has concentrated what genetic information may or may not be used for insurance risk assessment (Murthy et al, 2001). Such examples are Denmark, Sweden, and the United States. In France, the Civil Code was utilised in order to pass human rights regulations which restrict the use of genetic tests to medical and scientific research objectives. 

In 2001, Greece announced plans to prohibit the use of genetic tests by insurers. Although in the United States, the private health insurance industry is an influential lobby group, regulation of genetic testing has been more stringent than in the United Kingdom (Murthy et al, 2001). During the last decade, many countries have enacted laws that either limit the use by insurers of genetic information, or totally prohibit the use of genetic data for underwriting functions. 

During 1994, Austria enacted the Gene Technology Act. This Act regulates the provision of genetic tests, which includes laboratory conditions, test precision, consent, as well as information access. This legislation severely restricted insurance companies’ ability to utilise information acquired through genetic testing. (Murthy et al, 2001). 

In Denmark, the Insurance Agreements and Pension Funds Act of 1997 regulates genetic testing in relation to the insurance market. The Act disallows insurers from requiring a genetic test, as well as from requesting, obtaining, or receiving genetic information. The Danish Council on Ethics and the Danish Board of Health elucidate existing and proposed laws, as well as setting up quality guidelines (Murthy et al, 2001). 

In the Netherlands, the Medical Examinations Act of 1998 regulates the utilisation of all medical examinations and health assessments. It is stated that insurance companies are not permitted to require or enquire about genetic tests. No questions may even be asked regarding hereditary disease, however, as in the United Kingdom, an exception is made for high coverage amounts. It is the Dutch Health Council that offers guidelines and advises the Parliament on issues regarding genetic testing and insurance underwriting (Murthy et al, 2001). 

In Norway, the Relating to the Application of Biotechnology in Medicine Act of 1994 regulates the supply of genetic testing, including consent, counselling as well as access to the information. It is illegal to demand, accept, retain, and utilise information originated from genetic testing. (Murthy et al, 2001). 

In Sweden, an agreement exists, between the Swedish Government and the Association of Insurance Companies. This is a formal agreement between regulators and the insurance industry, which prohibits the use of genetic information by studying one’s physical characteristics. (Murthy et al, 2001). 

The United States inquiry must be split up into State law and Federal law. State regulations expressly address the insurance industry. State prohibitions vary widely, by the category of insurance, type of information or the utilisation of the information. Federal law concentrates on group health insurers. The Health Insurance Portability and Accountability Act of 1996 prohibits insurance exclusions on the basis of genetic test results. Oversight is provided by State Insurance Commissioners and Federal Agencies under the authority of the Department of Health and Human Services (Murthy et al, 2001). 

It appears that throughout the world, countries are attempting to pre-empt the advent of the use of genetic testing for underwriting purposes. Momentarily, regulation regarding genetic testing has not faced much resistance from the insurance industry. The reasons for this may include: the costs associated with utilising genetic tests; genetic testing is not advanced enough yet to be performed in an efficient manner; and perhaps insurance companies perceive that the possibility of adverse selection has thus far been dealt with effectively. However, this could all change as human genetics becomes more advanced and effective. It is a possibility that in the near future individuals will be able to acquire cost-effective and accurate genetic tests for almost all disorders. If positive test results are found to induce consumers into either purchasing insurance or higher amounts thereof (be it health or life insurance), it is feasible to presuppose that the risk of adverse selection, due to genetic testing may become a reality for the insurance industry. 
4. Adverse Selection
The basic notion behind the concept of adverse selection is that high-risk individuals are more likely to acquire insurance than their low-risk counterparts (Klein, 2000: 15). One must take into consideration that the insured has a more accurate understanding of their inherent risk than the insurer. There are methods used by companies in attempting to decrease the possibility of this type of market failure. Some of these methods include: attempting to maximize the precision of risk classification and therefore arrange more suitable pricing, as well as rejecting to take on risk, which may be of a more uncertain nature (Rothschild & Stiglitz, 1976). Although adverse selection may be lessened it is difficult for insurers to obtain all the necessary information (Rothschild & Stiglitz, 1976). 

Due to the fact that it is so difficult to differentiate between risk levels, high-risk policyholders may pay a premium which is less than their expected cost (Klein, 2000: 15). In this manner, high-risk persons will be motivated to obtain policies, whilst low-risk persons, whom are subsidising by paying premiums above their expected cost, are deterred from buying insurance (Klein, 2000: 15). Ultimately, the insurance pool will be reduced in size and saturated with high-risk insureds, which would theoretically lead to a failure (Klein, 2000:16). 

It is possible to minimise these negative consequences by attaining more exact information from potential policyholders (Klein, 2000: 16). One may achieve this through pricing techniques, underwriting and designing policies, which are suitable to various levels of risk (Klein, 2000: 16).

Adverse selection is a market failure, which arises due to information asymmetry. The potential policyholder possesses more information regarding the inherent risk than the insurance company (Macdonald, 1999). The information also induces the individual to purchase insurance. Adverse selection will occur if the insurance company is unable to distinguish risk-types, or is not permitted to charge a premium commensurate with the underlying risk due to regulation. The insurance pool will thus contain both high-and low-risk individuals (Macdonald, 1999). The low-risk insureds may opt out of the cover due to the fact that cross-subsidisation occurs. In other words, low-risk individuals would be paying premiums and not claiming as often as the high-risk individuals; as a result, the high-risk insureds would be getting subsidised by their low-risk counterparts. The insurance company may be left with too many high-risk individuals and ultimately fail, as the cost of claims exceeds premium income. It seems that adverse selection leads to an increased chance of purchasing insurance as well as an increase in the amount of insurance cover purchased by high-risk consumers. Insurance law recognises this problem and states that insurance practice must be based upon a principle of good faith or uberimae fidei. All relevant information should always be disclosed. The process of obtaining and evaluating information is named ‘underwriting’, and the right to do so is held by insurance companies in order to protect themselves as well as existing policyholders from adverse selection (Macdonald, 1999).  

4.1) Rothschild and Stiglitz

The seminal paper by Rothschild and Stiglitz (1976) explores competitive markets in which imperfect information is present. This is due to the fact that the trade involves features which are not completely known to at least one of the partakers to the contract (Rothschild & Stiglitz, 1976). Information asymmetries are a result of the fact that the seller and buyer possess knowledge which the other needs but does not necessarily have access to. An example regarding insurance and genetic testing is that the applicant may have a positive (adverse) genetic test result, which will not be presented to the insurer, whilst the insurance company may be aware of certain disadvantages of the contract, which the applicant may not know. It is made evident that competitive equilibrium may not exist and should it exist, it may hold peculiar properties. 

In the insurance market, the offer of sale stipulates the quantity of insurance that a buyer may purchase at a particular price. This is in contrary to a situation where a price is offered at which any amount of insurance may be bought (Rothschild & Stiglitz, 1976). If individuals were to disclose their inherent risk status, all parties concerned would be better off. High-risk individuals instigate a negative externality which results in low-risk individuals being worse off, whilst the non-existence of low-risk individuals does not enrich the state of the high-risk (Rothschild & Stiglitz, 1976). The study of Rothschild and Stiglitz (1976) will demonstrate the reasons why genetic testing may lead to an increase in information asymmetries between the buyer and seller of insurance contracts. As a result, adverse selection will occur, as high-risk individuals drive their low-risk counterparts out of the insurance market. Equilibrium between the two parties to the contract will be difficult to attain. 

4.1.1) The Model

Two possible states exist: 1) No accident, in which an individual income is (W), and 2) accident, in which income is (W – d); ‘d’ being the loss. The premium paid in order to insure against a loss will be called (ά1), and the claim paid to the insured in the event of an accident is (ά*2) (Rothschild & Stiglitz, 1976). If the individual is uninsured, the income would be (W, W – d), whilst if insured the income would be (W – ά1, W – d + ά2). One should be made aware that ά2 = ά*2 – ά1 (Rothschild & Stiglitz, 1976). 

4.1.2) Demand for Insurance Contracts

In the insurance market, (ά) is used to describe the contracts which are traded. Individuals purchasing insurance is the ‘demand’, whilst companies selling insurance is the ‘supply’ (Rothschild & Stiglitz, 1976). ‘W1’ is the income of an individual in the no accident state and ‘W2’ is the income of an individual in the accident state. The expected utility theorem states that an individual’s partiality for income (in the presence of a number of assumptions) may be given by the following function: V*(p, W1, W2) = (1 – p) U (W1) + p U (W2) (Rothschild & Stiglitz, 1976). In this function, (U) is the utility of money income and (p) is the probability of an accident taking place. Hence, under an insurance contract, the expected utility can be seen as a function of the following: V(p, ά) = V*(p, W – ά1, W – d + ά2) (Rothschild & Stiglitz, 1976). 

Thus, the individual selects one contract to maximise V(p, ά), having due regard for the condition that: V(p, ά) ≥ V(p, 0) = V*(p, W, W – d) (Rothschild & Stiglitz, 1976). One must assume that all individuals are identical, with the exclusion of the probability of having an accident. Another assumption is that all individuals are risk averse (U’’ < 0) (Rothschild & Stiglitz, 1976).  

4.1.3) Supply of Insurance Contracts

The supply of insurance contracts is more difficult to represent than the demand. This is due to the fact that it involves the manner in which insurance companies select which contracts to offer and to which potential buyers (Rothschild & Stiglitz, 1976). The return on an insurance contract is a random variable and one must assume that mentioned companies are risk-neutral. Insurance companies are only interested in expected profit maximisation. To the company, a contract sold to an individual is worth: 

π(p, ά) = (1 – p)ά1 – pά2 = ά1 – p(ά1 + ά2) (Rothschild & Stiglitz, 1976). 

Insurance companies possess the financial sources such that they are prepared and capable of selling any number of contracts, which are expected to make a profit. The market in which insurance companies operate is competitive and there is free entry (Rothschild & Stiglitz, 1976). With all these assumptions in place, any contract which is demanded that will produce an expected profit will be supplied. 

A direct assumption is made that individuals are aware of their p-value (probability of having an accident) and insurance companies are not (Rothschild & Stiglitz, 1976). The effect of this assumption is that companies cannot differentiate between potential policyholders on the basis of certain characteristics. Companies may use the market behaviour of its customers in order to infer the value of corresponding p-values (Rothschild & Stiglitz, 1976). Holding all else equal, consumers with a high p-value will generally demand more insurance than those that are less risky. However, this is not the most optimal method of characteristic discovery. Insurance companies would ultimately prefer that individuals reveal their inherent risk status in order to assess the terms and conditions in which to offer insurance contracts (Rothschild & Stiglitz, 1976). There are prospects of obliging consumers to make market choices in a manner in which they disclose their inherent characteristics and at the same time make the choices that the company would have preferred them to make if the p-values had been known. The market tool used to reveal these characteristics is referred to as a self-selection mechanism, which is a central topic of the paper (Rothschild & Stiglitz, 1976).  

4.1.4) Equilibrium

One must assume that customers may only purchase one insurance contract, which is a simplifying assumption (Rothschild & Stiglitz, 1976). This is due to the fact that it entails that the insurance provider sets out the price as well as the quantity of insurance purchased. Generally, in competitive markets the seller establishes the price and has no ability to impose a limit upon quantity acquired (Rothschild & Stiglitz, 1976). 

Equilibrium, of a Cournot-Nash form, in a competitive insurance market is given by an arrangement of contracts which provides that when customers select contracts to maximise expected utility the subsequent two stipulations hold (Rothschild & Stiglitz, 1976): 

1) No contract in equilibrium produces negative expected profits.

2) No contract outside of equilibrium, whereby if offered produces a nonnegative profit. 

4.1.5) Equilibrium regarding Identical Customers

In this first instance insurance companies have perfect information of their customers’ p-value. This is due to the fact that all individuals are assumed to possess the same inherent risk (Rothschild & Stiglitz, 1976). 

Figure 1: Equilibrium with Identical Customers

Source: Rothschild and Stiglitz (1976: 359)[image: image91.wmf]25

i

t

x

+

 

In Figure 1 the horizontal (W1) and vertical (W2) axes symbolise individual income in the ‘no accident’ and ‘accident’ states respectively. Commencing from point (E) the individual is in an uninsured state (Rothschild & Stiglitz, 1976). The indifference curve represents the utility function. The utility function expresses utility as a function of the consumption of a good. In other words, how much utility does an individual derive from purchasing a certain amount of health cover? As an individual purchases insurance this state is moved form point (E) toward point (F) (Rothschild & Stiglitz, 1976). The insured wishes to have the same income in both the ‘no accident’ and ‘accident’ states, therefore rendering a position on the 45˚-line, which represents the resultant optimal contract (equilibrium policy – ά*) (Rothschild & Stiglitz, 1976). Perfect competition and free entry guarantee that policies purchased generate zero expected profits, therefore: ά1(1 – p)ά1 – pά2 = 0 (Rothschild & Stiglitz, 1976). This is represented by line EF, which is known as the fair-odds line. The policies which lie on the fair-odds line are those which just break-even for the insurance company. The equilibrium policy maximises the individual’s expected utility and breaks-even. This is placed at the tangency of the indifference curve with the fair-odds line (Rothschild & Stiglitz, 1976). At this point the two conditions for equilibrium are fulfilled; the contract breaks even, and the sale of any other contract will bring the company expected losses. 

Customers are risk-averse therefore, ά* is situated at the intersection of the 45˚-line (equal states on either axis) and the fair-odds line. The 45˚-line represents equal quantities on either axis; therefore an individual would be in possession of the same amount of wealth in either the ‘accident’ or ‘no accident’ state. This implies risk aversion due to the fact that individuals are unwilling to take the chance of possessing less wealth in the event of an accident, even though it is required to pay a premium for that security at present. The slope of the fair-odds line is equal to the ratio of the probability of not having an accident to the probability of having an accident ((1 – p)/p) (Rothschild & Stiglitz, 1976). The slope of the indifference curve is the marginal rate of substitution between income in the state of no accident, to income in the state of an accident. This slope is represented as: U’(W1)(1 – p)/U’(W2)p (Rothschild & Stiglitz, 1976). 

4.1.6) Equilibrium regarding Two Classes of Customers; Imperfect Information

One must now take into account that the market contains two classes of customers: low-risk individuals with an accident probability pL, and high-risk individuals with an accident probability of pH > pL (Rothschild & Stiglitz, 1976). The proportion of high-risk consumers is λ, therefore the average probability is: p* = λpH + (1 – λ)pL. The market is considered to possess two types of equilibria: ‘pooling’ – both groups purchase the same contract and ‘separating’ – in which different groups purchase different contracts (Rothschild & Stiglitz, 1976). Insurers have the option of either offering identical contracts to high and low-risk individuals, or to offer two separate contracts, which reflect the risk status of the individual. 

The following explanation determines that there may not be a plausible pooling equilibrium. In Figure 2 one may begin at point (E) with the primary endowment of all consumers and ά is the pooling equilibrium (Rothschild & Stiglitz, 1976). If the expected profit function is π(p*, ά) < 0, companies are experiencing a loss, which contradicts the equilibrium, as explained earlier, no insurance company may run at a loss. On the other hand, if π(p*, ά) > 0, the contract offers more in consumption and will produce a profit. All individuals would select such a contract due to the fact that it lies above ά and would yield more utility; therefore equilibrium would not exist. For this reason, ά is placed on the fair-odds line EF and the expected profit function is π(p*, ά) = 0 (Rothschild & Stiglitz, 1976). The slope of the fair-odds line is ((1 – p*)/p*). Thus, the slope of the high-risk indifference curve at ά, U*H, is (pL/1 – pL)(1 – pH/pH), which is times the slope of U*L, the slope of the low-risk indifference curve through ά. The high-risk indifference curve is a broken line, whilst the low-risk indifference curve is s solid line. The two curves intersect at ά (Rothschild & Stiglitz, 1976). 

Figure 2: Pooling Contracts

Source: Rothschild and Stiglitz (1976: 361)[image: image92.wmf]34
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If another contract is offered, namely β, low-risk individuals will prefer this contract, as it places them on a higher indifference curve (lower premiums more than compensate them for the lower coverage level). High-risk individuals will still prefer ά, as it lies on a higher indifference curve and will yield more utility (Rothschild & Stiglitz, 1976). Contract β will now produce a profit, seen as though it only possesses low-risk individuals (π(pL, β) ≈ π(pL, ά) > π(p*, ά) = 0). The very existence of β contradicts the second equilibrium condition; therefore, ά may not be in equilibrium (Rothschild & Stiglitz, 1976). 

If an equilibrium does exist, each risk group must purchase a separate contract, which makes zero profits. The insurer may compel individuals to reveal their inherent risk status by selecting either type of contract (Rothschild & Stiglitz, 1976). This is due to the fact that high-risk individuals will purchase a contract that allows them more wealth in the ‘accident’ state (as it is more likely to occur), whilst low-risk individuals will select a contract which yields more wealth in the ‘no accident’ state. In Figure 3 the low-risk contract lies on the EL line with the slope (1 – pL/pL), and the high-risk contract lies on the EH line with the slope (1 – pH/pH). UH is more flat because high-risk individuals are willing to give up more wealth in the no accident state to receive a little more wealth in the accident state, as they are likely to have an accident (Rothschild & Stiglitz, 1976). UL is steeper, due to the fact that low-risk individuals are only prepared to give up little wealth in the no accident state for a lot of wealth in the accident state, as they are unlikely to have an accident (Rothschild & Stiglitz, 1976). The shape of the indifference curves implies particular preferences between the wealth in an accident and wealth in a no accident state. 

High-risk individuals prefer άH, which offers full cover (intersects with the 45˚-line); whilst low-risk individuals would prefer β out of all contracts on EL, as it achieves the highest indifference curve, therefore maximising expected utility. Due to the fact that β offers more consumption as it is a higher indifference curve, high-risk will also prefer it to άH (Rothschild & Stiglitz, 1976). If both contracts are offered to both groups, all consumers would opt for β, and due to imperfect information, insurance companies would be unable to differentiate among customers. Profits would be negative, as high-risk consumers produce a large amount of claims, which are subsidised by the low-risk individuals, who may eventually opt out of the contract and therefore, (άH, β) is not an equilibrium set of contracts (Rothschild & Stiglitz, 1976). The contract offered to low-risk must not be appealing to high-risk, in other words it must not lie on the south-east side of UH, and therefore a contract such άL would be offered by insurers. It now follows that the only possible equilibrium set of contracts is (άH, άL) (Rothschild & Stiglitz, 1976). 

Figure 3: Separating Contracts
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Source: Rothschild and Stiglitz (1976: 362)
One must now consider the possibility of contract γ, which lies above UL and UH. If such a contract were offered, high-risk and low-risk would select it over άH and άL
. If a profit is made by γ than the potential equilibrium of (άH, άL) will be broken (Rothschild & Stiglitz, 1976). The profitability of γ depends upon the structure of the market; the proportion of high-risk to low-risk, which is the slope of the fair-odds line (the average fair-odds line). If there are enough high-risk people, γ will lose money (EF fair-odds line). If the fair-odds line is EF*, as there are few high-risk individuals, γ will make a profit. If (άH, άL) is the only possible market equilibrium, the competitive insurance market may possess no equilibrium (Rothschild & Stiglitz, 1976). 

It seems that there are two conditions under which an equilibrium will not exist. The first is if the costs of pooling to the low-risk individual are low. This would be in the event that few high-risk individuals are present that require subsidisation, or if the subsidy per individual is low (Rothschild & Stiglitz, 1976). The second is if the costs of separating are too high, this is related to the consumer’s outlook on risk
 (Rothschild & Stiglitz, 1976). The welfare economics of equilibrium shows that if high-risk individuals revealed their inherent risk status, all individuals would be better off, whilst no individuals would be worse off. This is due to the fact that high-risk individuals exert a negative externality upon the low-risk individuals, as they require subsidisation. If the risk status was known, high-risk individuals would pay the required amount, therefore they would not be worse off (Rothschild & Stiglitz, 1976). Regarding genetic testing, it would thus be plausible to ascertain that: should an individual receive a positive test result, it would be useful to classify the policyholder as high-risk in order to avoid a negative externality on low-risk insureds.  

4.1.7) Wilson Equilibrium

Wilson (1976) produced and evaluated a non-myopic equilibrium concept (Rothschild & Stiglitz, 1976). A Wilson equilibrium is a arrangement of contracts so that individuals select among them in order to maximise expected utility (Rothschild & Stiglitz, 1976). There are two conditions: 

1) All contracts make nonnegative profits.

2) There is no new contract and if such is offered it will make positive profits when all contracts that lose money as a consequence of this submission are removed. 

In comparison to the Cournot-Nash equilibrium, Wilson adjusts the equilibrium in a manner that as soon as a contract experiences a loss, it is permanently removed from the market offering set. When the separating equilibrium exists, it is also a Wilson equilibrium, when it does not exist; the Wilson equilibrium is the pooling contract which maximises the utility of low-risk individuals (Rothschild & Stiglitz, 1976). This is due to the fact that β lies on the fair-odds line and is tangent to the low-risk indifference curve. 

In Figure 4, β is the Wilson equilibrium contract, which dominates the separating pair (άH, άL). If a contract such as γ is initiated, which the low-risk would prefer to β, under the previous definition of equilibrium, β would be distorted
 (Rothschild & Stiglitz, 1976). However, under the Wilson equilibrium it is not. Once the low-risk individuals abandon β for γ, the contract (β) loses money and it is removed (Rothschild & Stiglitz, 1976). As a result, the high-risk will also purchase γ, which leads to a loss of money (information asymmetry). In this manner, γ does not effectively contend with β, therefore it is theoretically evident that equilibrium does exist and the insurance market will not crash (Rothschild & Stiglitz, 1976). 

Figure 4: Wilson Equilibrium

Source: Rothschild and Stiglitz (1976: 373)[image: image94.wmf]35
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The Wilson equilibrium does however contain some debatable concepts. It may seem unusual that companies will react to competitive entry by dropping policies and not inserting new ones (Rothschild & Stiglitz, 1976). It may also be plausible that a Wilson equilibrium will not exist if people vary in their standpoint on risk
. Lastly, it is difficult to understand why, with the non-existence of collusion or regulation, and the presence of competition, a company would take into consideration the consequences of adding a new policy (Rothschild & Stiglitz, 1976). It may be true that non-myopic equilibrium models are more suitable for monopolistic models of competition, as opposed to the first-mentioned myopic equilibrium, which may be more suitable to models of free competition (Rothschild & Stiglitz, 1976).   

4.2) The Market for Lemons (Akerlof, 1970)

Akerlof (1970) associates quality and uncertainty. The fact that many goods are available of varying quality creates problems for markets. In some markets buyers employ market statistics in order to foresee the quality of potential acquisitions (Akerlof, 1970). This creates an incentive for sellers to offer sub-optimal quality products seen as though positive returns from good quality accumulate mostly to the group rather than to the individual seller
. As a consequence there is a tendency for the average quality of products as well as the size of the market to be reduced (Akerlof, 1970). The paper analyses the automobile market to demonstrate the response to quality uncertainty. 

One will now examine a possible reason behind the high utility associated with owning a new vehicle. For the sake of simplicity an assumption is made that only four types of cars exist: new cars, used cars, good cars, bad cars (lemons). A new car may be good or a lemon and the same is true for used cars (Akerlof, 1970). 

Buyers in the automobile market purchase cars without being aware of their quality. However it is known with a probability of q that the vehicle being purchased is a good car, and therefore there is a probability of (1 – q) that it is a lemon. One assumes that q is the percentage of good cars manufactured, whilst (1 – q) is the percentage of lemons (Akerlof, 1970). 

Once a car is in an individual’s possession for a period of time the owner develops a better understanding of the quality of the vehicle. Now a new and more accurate probability is allocated to the chance of being a lemon (Akerlof, 1970). An information asymmetry has resulted: sellers (current owners) now possess a greater understanding regarding the quality of a car than potential buyers (Akerlof, 1970). One must keep in mind that good cars and lemons are still sold at an identical price as it is unachievable for a buyer to differentiate quality. If a new and a used car had the same valuation it would be preferable to trade a lemon at the price of a new car and purchase another new car with a higher q of being good and a lower probability of being bad. In this manner one that is in the possession of a good car will remain static (Akerlof, 1970).

Gresham’s Law has forwarded the above notion into an idea that most cars traded will be lemons and good cars may not be sold at all. In this manner bad cars drive the good cars out of the market (Akerlof, 1970). One may extend this concept to varying conditions of goods. The bad may drive out the not-do-bad, which drives out the medium, which drives out the not-so-good which in turn drives out the good. This series of occurrences may lead to complete market termination (Akerlof, 1970). 

An example is offered in the paper involving the insurance market; one will attempt to incorporate genetic testing herein. It is said that individuals over the age of 65 may not be able to purchase medical insurance (Akerlof, 1970). The question follows: can the price increase in order to mimic the risk? People over the age 65 are higher risk regarding medical insurance. This is also the case for those that are genetically tested as having a certain risk of a disease (Akerlof, 1970). As the price level increases those that insure themselves are those that are more convinced that insurance will be required. As a consequence the average medical condition of policyholders declines as the price level rises (Akerlof, 1970). This means that the sale of insurance may not occur at any price. 

The possibility of adverse selection increases greatly in the above mentioned case (Akerlof, 1970). Healthy insurance policyholders may opt out of coverage once premiums begin to increase. An insurer may consequently be left with an elevated proportion of high-risk individuals (Akerlof, 1970). This will lead to company failure. The market failure of adverse selection is most likely to occur when buyers are offered the possibility of buying as well as the choice of amount and decision to discontinue insurance (Akerlof, 1970). 

4.3) Statistical Discrimination and Adverse Selection – Dahlby

Statistical discrimination takes place when an attribute, such as sex, is utilised as a guide for finding the risk group of an individual. In Dahlby (1983), the theory of adverse selection is used to explain the incidence of statistical discrimination. A model of the market for collision insurance, based upon the theory of adverse selection, is tested against Canadian data. The results of the study indicate that adverse selection does exist in that specific market. The result of a prohibition of sexual discrimination for insurance purposes was simulated in the 21 – 24 age group. The outcome was that premiums of single females would increase significantly and that a considerable proportion would no longer purchase collision insurance. This paper may provide an indication of what the effect may be if insurance companies are prevented from using genetic test results when setting premiums, provided that the consumer has better knowledge of the inherent risk (Dahlby, 1983). 

In Canada during the 1970’s, the Insurance Corporation of British Columbia, using its Fundamental Auto Insurance Rating (FAIR) programme, began to eliminate the use of certain characteristics in order for insurance companies to set premiums. Female consumers were being charged less for insurance than their male counterparts. This system was used by the insurance industry due to the fact that statistical evidence indicated that the accident rate for young females was lower than that of young males (Dahlby, 1983).  

Adverse selection occurs in insurance markets when the buyer of insurance possesses more knowledge of the risk involved than the seller. In the literature on adverse selection such as Rothschild and Stiglitz (1976) and Wilson (1977), two states are possible: accident occurs or no accident occurs. The cost and probability of an accident are exogenous variables; therefore there is no possibility of moral hazard
. Two risk groups exist, namely high-risk and low-risk with accident probabilities of πH and πL respectively. All individuals possess the same quantity of wealth in the absence of an accident and utility function which depict risk aversion. The insurance company is not aware of a consumer’s risk group, however the individual policyholder is. One must assume that there are no costs are involved in underwriting and that insurance companies are risk neutral (Dahlby, 1983). 

Rothschild and Stiglitz (1976) show that high-risk individuals purchase full coverage at an actuarially fair premium, whilst low-risk individuals acquire partial coverage at an actuarially fair premium. High-risk individuals are indifferent between the two policy types. Wilson (1977) introduced another equilibrium concept in which insurance companies foresee which policies will be dropped by other companies. This analysis was expanded by Miyazaki (1977) and Spence (1977) in order to permit for cross-subsidisation of contracts obtained by high-risk and low-risk consumers (Dahlby, 1983). 

The theory of adverse selection may justify the need for statistical discrimination in a competitive insurance market. An obvious example is if an insurance company can observe the sex of a potential policyholder at no cost, and if the probability of an accident is lower for a female than it is for a male due to the fact that the proportion of females that are high-risk is lesser than that of the males. This can be extended to genetic testing and insurance: suppose that an applicant has undergone a certain genetic test and is already in possession of the result, it would cost the insurance company zero to find out this information; assuming that the individual would be willing to disclose the relevant facts (Dahlby, 1983). This would make sense as those who are susceptible to genetic disorders are more likely to claim than those who are not. An insurance company will therefore find it profitable as well as efficient to offer policies with lower premiums to females (or those with negative genetic disorder test results). The insurance market will then be fragmented with a Wilson equilibrium in each section. Discrimination may occur when competitive conditions are existent in the market as long as insurance companies behave non-myopically (without prejudice). High-risk individuals will purchase full cover, whilst low-risk individuals will purchase partial cover and the policies purchased by low-risk consumers will subsidise the policies obtained by high-risk consumers of the same gender (Dahlby, 1983). 

It is important to note that health insurance and statistical discrimination based upon genetic testing may face unique challenges. Many of the public’s concerns were discussed earlier, however other difficulties do exist. One concern is that the information is not as encompassing and clear as ‘gender’. Numerous genetic disorders exist and many are still to be discovered. This makes it difficult and expensive to categorise individuals based on a susceptibility to a certain disease, seen as though, the disorder may not ever actually present itself. 

The model in Dahlby (1983) aimed to display that the proportion of individuals purchasing full cover in each segment of the insurance market will vary directly with the average probability of an accident in that particular segment. As it follows, an empirical model was undertaken to detect the presence of adverse selection within the Canadian automobile insurance market. 

Table 1 (Dahlby, 1983: 384) outlines the results of the model simulation exercise undertaken by Dahlby (1983).  

Table 1: A simulation of the effect of prohibiting discrimination on the basis of sex in collision insurance in 1977

	Age

Marital status
	21 – 22

Single
	23 – 24

Single
	21 – 24

Married

	Sex
	Male
	Female
	Male
	Female
	Male
	Female

	Predicted premium
With discrimination

Without discrimination

Change

Percentage change
	$250

$221

-$29

-11.6
	$137

$221

$84

61.3
	$205

$187

-$18

-8.8
	$137

$187

$50

36.5
	$160

$153

-$57

-4.4
	$137

$153

$16

11.8

	Predicted proportion of drivers purchasing collision insurance
With discrimination

Without discrimination

Change
	0.47

0.49

0.02
	0.73

0.63

-0.10
	0.56

0.57

0.01
	0.73

0.67

-0.06
	0.69

0.70

0.01
	0.73

0.71

-0.02


Source: Dahlby (1983: 379)

The model was used to replicate the effect of prohibiting statistical discrimination on the basis of sex in collision insurance in the 21 – 24 age group in 1977. If discrimination had been prohibited, homogeneous premiums would have been charged over the three classes of drivers, namely single individuals 21 – 22 years, single individuals 23 – 24 years, and married individuals 21 – 24 years. One may now look at Table 1, where the first row illustrates the predicted premiums in 1977 with discrimination. The predicted premiums in 1977 without discrimination are $221 for a single person 21 – 22 years, $187 for a single person 23 – 24 years, and $153 for a married individual 21 – 24 years (Dahlby, 1983). 

As expected, the premiums paid by males declined slightly and those paid by females increased considerably when discrimination based upon sex is prohibited. This may be due to the fact that premiums decreased slightly for males, whilst females experienced high premium increases. The increases in premiums paid by single females are 62.3% and 36.5% in the 21 – 22 and 23 – 24 age groups respectively.  One should also consider that the percentage of males purchasing collision insurance would rise faintly, whilst the percentage of females purchasing collision insurance would decline by ten percentage points for single 21 – 22 years, six percentage points for single 23 – 24 years, and two percentage points for married 21 – 24 years (Dahlby, 1983). 

Dahlby (1983)’s model predicted that the prohibition of statistical discrimination in collision insurance based upon sex would lead to significant increases in the premiums charged to females, and a significant decline in the proportion of females purchasing collision insurance. It may be possible to extend this line of thought to insurance and genetic testing. First, Dahlby (1983) provides empirical evidence that supports the presence of adverse selection, albeit within the automobile insurance market. Second, it is worth noting that the effects of prohibiting underwriters from making use of relevant risk factors when setting insurance premiums. The consequences are those of adverse selection, where increases in premiums of low-risk consumers may drive them out of the market. In the event that a person receives a genetic test and discovers that he or she is susceptible to a certain disease, that individual may be more inclined to purchase health insurance. The high-risk policyholder will be charged the same premium as low-risk individuals. An increase in claims and therefore premiums may lead to those low-risk individuals to opt out of insurance cover. This notion is consistent with the adverse selection literature, which has been explicated thus far, and therefore should be considered when examining the possible threat of market failure that could occur if genetic testing is prohibited (or at least curtailed) within the insurance market.     

5. Adverse Selection: Illusive?

5.1) Saito (2004)

5.1.1) General Summary

A contradictory body of literature has developed questioning the existence and severity of adverse selection, whilst even suggesting that even if adverse selection does exist, perhaps insurance companies are already dealing with the market failure, thus rendering genetic testing for insurance purposes as superfluous
. 

According to Saito (2004), many recent empirical studies demonstrate of the absence of adverse selection within the automobile insurance market. The objective of the study was to inquire into whether or not adverse selection would be encouraged, if rate regulation prevents insurance companies from utilising certain characteristics of the insured when setting premiums. An individual data set was used from Japan’s heavily regulated motor insurance market.  

First, Saito (2004) finds no indication of adverse selection in general. A positive correlation between risk and coverage was not detected for neither beginners nor experienced drivers. This implies that more risky drivers do not tend to purchase more insurance, which is contrary to the notion of adverse selection. The basic notion of adverse selection states that the more high-risk an individual is the more likely is that individual to purchase insurance. However no pattern of increasing insurance cover, as risk increases was discovered. 

Second, the author considers the outcome to be robust, due to the fact that it is consistent under a number of empirical procedures, as well as diverse definitions of risk (accident, theft and amount of loss) and coverage. The author ensured that the results were consistent and durable by testing for adverse selection under different circumstances. In this manner it may be seen that no adverse selection was present even when risk was redefined as: being involved in a car accident, having the insured vehicle stolen, and the actual amount of loss sustained.     

Third, it was deduced that risk-related variables (such as living in areas considered to be high-risk) do not cause adverse selection. The null hypothesis that consumers in riskier regions
 would be expected to purchase more insurance was tested against the alternative and rejected. 

Therefore, Saito (2004) supports the opinion that adverse selection only occurs to a limited extent, especially in the automobile insurance market. This may be due to the fact that insurance companies are addressing asymmetric information by offering a diverse menu of contracts. As a result, potential policyholders reveal their inherent risk status simply by selecting a specific contract (self-selection mechanism). This outcome is consistent with Rothschild and Stiglitz (1976) regarding the Cournot-Nash and Wilson equilibrium. Offering two sets of policies; one which appeals to high-risk individuals and the other to low-risk individuals will result in policyholders revealing their inherent risk status by selecting a preferred contract of insurance. 

Saito (2004) explains that insurance premiums may be regulated for a variety of economic and political motives. The two types of regulation described are ‘rate compression’ and ‘rate suppression’. Rate compression refers to the instance in which insurance companies are disallowed to utilise certain attributes of the policyholder when setting premium rates. Some examples could include age, sex, geographical location and marital status. Rate suppression is a constraint on the maximum possible amount of premium rates which are charged to certain risk groups. 

It may be argued that in many instances, regulation successfully provides cover for high-risk policyholders, who would normally not be offered cover at all, or only at extremely high rates. The aforementioned insureds are often those who require insurance most, such as the sick and the elderly (regarding medical cover). It is however important to remember that such restrictions may lead to adverse selection, due to the fact that insurers are unable to offer a menu of contracts, which mirror the level of risk. 

Although regulation often occurs in the automobile insurance market, there have been a limited number of empirical studies undertaken to measure the effect of rate regulation on adverse selection or moral hazard. Dahlby (1983) investigates the consequences of rate regulation dependent upon gender, and concludes that adverse selection is provoked, whilst making use of data from Canada. Saito (2004) is said to improve upon Dahlby (1983), in that it utilises individual data, as opposed to aggregated data
, and actual claim data is used contrary to the simulation method. 

The actual analysis of the paper may be encapsulated by two features. First, adverse selection is tested in more than one dimension. Numerous definitions of risk and cover are utilised to ensure the robustness of the results. In other words, risk is defined and tested as an ‘accident’ as well as ‘theft’ of the vehicle itself. Second, the consequences of prohibiting rate discrimination are scrutinised. In Japan, no risk classification may occur according to geographical location, therefore should adverse selection be present, one would predict that consumers in high-risk regions are likely to purchase more insurance than their counterparts in low-risk regions.  

5.1.2) Japanese Automobile Insurance Market

In 1998, a partial rate-liberalisation occurred within the Japanese automobile insurance market. Prior to the mentioned event, a non-profit organisation named the ‘Automobile Insurance Rating Organisation’ (AIRO) was in place. AIRO was required to collect information and data from member insurance companies, as well as to determine compulsory and voluntary automobile insurance premiums. The organisation in many ways resembled the rating bureaus found within the United States. Membership of AIRO was not compulsory however, most companies joined as it provided certain benefits as well as protection. 

The AIRO rates were inspected by the ‘Commissioner of the Financial Services Agency’, which ascertained that the rates should not be ‘unfairly discriminatory’. Consequently, premiums were not set according to certain attributes of the policyholder, such as sex and annual mileage, which are expected to have a significant correlation with risk. Furthermore, the upper limit of premiums was also capped. Consumers therefore, had no choice but to purchase insurance at the rates set out by AIRO. 

5.1.3) Explication of Variables and Empirical Modus Operandi  

The empirical procedure which was used in Chiappori and Salanie (2000) was followed: Coverage and risk were defined as 
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 respectively; the test for adverse selection may then be articulated as a positive correlation between the mentioned variables. The correlation between 
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 only applies to the groups of drivers, which the insurance companies regard as the ‘same’. Therefore such a correlation must be tested conditional upon the variables, which the insurance company detects in the policyholders. The set of observed variables is represented as Xi. 

Chiappori and Salanie (2000) focus upon two types of voluntary insurance contracts, namely ‘collision insurance’ and ‘deductibles’. This is due to the fact that the choice of cover is important in the market considered and because there is subjective evidence that adverse selection is more likely to appear in the case of first-party insurance
. In Japan, there are two contract types which are most commonly used in automobile insurance. PAP supplies narrow coverage and includes bodily injury liability, property damage liability, and passengers’ personal accident. SAP provides broader coverage, which includes collision insurance in addition to the cover offered under PAP. It is evident that less than 50% of private-use drivers purchase SAP and such cover is also more expensive. However, it is not mentioned whether SAP is more expensive due to the fact that it provides more cover, or because it possesses more high-risk individuals (due to the higher amount of cover provided), which would be consistent with the adverse selection theory. 

The coverage supplied under insurance contract 
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 is defined in the following two ways:
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: 
1 – if agent i purchased collision insurance    


0 – otherwise 
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: 
1 – if agent i purchased collision insurance with zero deductible


0 – otherwise 

In this manner, 
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 describes the choice of collision insurance, and 
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 describes the level of deductibles. 

The risk variable 
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 is defined in the following way:
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: 
1 – if agent i had at least one car accident

0 – otherwise

In the above, 
[image: image13.wmf]c

i

z

 describes whether or not the policyholder ‘i’ had a least one car accident. Risk is defined in this manner to alleviate the ‘accident ≠ claim’ dilemma. In other words, one may consider the scenario where agent i’s vehicle is stolen. If the agent is in possession of collision insurance, a claim could be made against the insurance company, however, if no cover exists, no claim could be made at all. If the bias is not controlled, a positive correlation may appear between cover and risk. More insureds would claim from property liability damage, due to the added aspect of theft. This is due to the fact that theft adds another motive to claim; one will claim in the event of a motor accident as well as if the vehicle is stolen. Thus, every policy now only focuses upon claims due to motor vehicle accidents. 

Four variables are included in Xi: type of vehicle; age of driver; class of collision insurance; and size of vehicle. 

Using the abovementioned definitions of risk
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, cover 
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, and insurer observations Xi, the conditional independence between 
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 were tested. 

5.1.4) Data Used

The data employed was extracted from one of the largest insurance companies in Japan. This was done by a method of stratified sampling. The regions (Iwate, Kanagawa, Osaka, and Kagoshima) used were classified according to four criteria: 1) diffusion rate of collision insurance, 2) claim rate of collision insurance, 3) population density, 4) eastern or western area of Japan. Only four regions were used as it proved to be too expensive to extract data from the entire country. 

Making use of the region diffusion rate
, as well as the average claim rate of collision insurance, the number of contracts expected to contain accidents were calculated. The total number of contracts is fixed; therefore the data was extracted from each region, proportionally to the number of voluntary insurance contracts. The mentioned steps result in the following data: Kanagawa (12,246), Osaka (12,829), Iwate (2,152), Kagoshima, and Total (30,000).
 

The following variables are contained in the policies: type of contract, age of driver, experience class, vehicle type, vehicle size, maximum cover of bodily injury liability insurance, maximum cover of property damage insurance, deductible on property damage insurance, maximum cover for automobile passengers’ personal accident insurance, whether or not collision insurance was present, deductible on collision insurance, class of collision insurance, and age of cars. In addition, contracts which possess claims include the following variables: number of accidents, insurance type claimed, driver involved, type of accident, and the amount of claim paid. 

The sample ‘s’
 limited to private-use cars, and divided between ‘beginners’ and ‘experienced’ drivers. This is due to the fact that the accuracy of risk perception differs according to driving experience; in other words, the more driving experience one has, the more accurate will be the knowledge of accident probability. Another reason is that more experienced drivers may possess better knowledge on which to base the purchase of insurance contracts. In total the sample contains 2,813 contracts held by beginners, and 19,184 contracts held by experienced drivers. 

5.1.5) Data Results

It is important to note that the results are summary statistics. 

Table 2: Cross Tabulations

Collision Insurance



 
Deductibles




[image: image18.wmf]c

i

z









[image: image19.wmf]c

i

z


	
[image: image20.wmf]c

i

y


	0
	1
	Total
	Claim Rate

	0
	9.972

47.80
	519

45.81
	10.491

47.69
	4.95%

	1
	10.892

52.20
	614

54.19
	11.506

52.31
	5.34%

	Total
	20.864

100
	1.133

100
	21.997

100
	5.15%
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	0
	1
	Total
	Claim Rate

	0
	1.443

13.25
	107

17.43
	1.550

13.47
	6.90%

	1
	9.449

86.75
	507

82.57
	9.956

86.53
	5.09%

	Total
	10.892

100
	614

100
	11.506

100
	5.34%


χ² = 1.702 Pr = 0.192                                   

χ² = 8.706 Pr = 0.003

Beginners





Beginners
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	0
	1
	Total
	Claim Rate

	0
	1.600

60.98
	112

59.26
	1.712

60.86
	6.54%

	1
	1.024

39.02
	77

40.74
	1.101

39.14
	6.99%

	Total
	2.624

100
	189

100
	2.813

100
	6.72%
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	0
	1
	Total
	Claim Rate

	0
	414

40.43
	36

46.75
	450

40.87
	8.00%

	1
	610

59.57
	41

53.25
	651

59.13
	6.30%

	Total
	1.024

100
	77

100
	1.101

100
	6.99%


χ² = 0.218 Pr = 0.641                                   

χ² = 1.185 Pr = 0.276

Experienced Drivers




Experienced Drivers
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	0
	1
	Total
	Claim Rate

	0
	8.372

45.90
	407

43.11
	8.799

45.76
	4.63%

	1
	9.868

54.10
	537

56.89
	10.405

54.24
	5.16%

	Total
	18.240

100
	944

100
	19.184

100
	4.92%
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	0
	1
	Total
	Claim Rate

	0
	1.029

10.43
	71

13.22
	1.100

10.57
	6.45%

	1
	8.839

89.57
	466

86.78
	9.305

89.43
	5.01%

	Total
	9.868

100
	537

100
	10.405

100
	5.16%


χ² = 2.804 Pr = 0.094                                   

χ² = 4.205 Pr = 0.040

Source: Saito (2004: 9)

Table 2 illustrates the cross tabulations for collision insurance as well as the deductibles. In the left column of Table 2, three tables describe the cross tabulations for collision insurance. The claim rate is higher for those who possess collision insurance: 5.34% for the 
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 = 1 group and 4.95% for the 
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 = 0 group. This may imply a hint of adverse selection, as it indicates that those who possess insurance are more likely to claim. According to the theory of adverse selection, high-risk individuals are more likely to purchase insurance as they may require it more. Thus, those individuals with collision insurance may be high-risk as they also seem to be more likely to claim. 

These results are mirrored in the beginner and experienced classes. For beginners, the average claim rate is 6.99% and 6.54% for those with and without collision insurance respectively. The corresponding average claim frequencies for experienced drivers were 5.16% and 4.63%. 

It must be noted that in each grouping the χ2 test statistics are small and the null of independence between 
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 is rejected at a 10% confidence level for experienced drivers only. 

Three tables are found in the right-hand column of Table 2, which show that the trend is somewhat dissimilar for deductibles. When looking at 11,506 policies with collision insurance, nearly 87% of drivers purchased a zero-deductible contract. The zero-deductible group possesses an average claim rate of 5.09%, whilst the group which contains deductibles has a 6.90% corresponding figure. The higher claim rate for policies, which contain deductibles is statistically significant at a 1% confidence level (χ2 = 8.706). A similar pattern is discovered for beginners and experienced drivers, keeping in mind that the difference is not statistically significant for beginners. Saito (2004) suggests that policyholders, who own more cover, are less likely to have a car accident; this suggests the opposite effect of the adverse selection theory.      

In conclusion, when first examining the data, Saito (2004) discovered: a weak positive correlation between 
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 for collision insurance, which is not statistically significant, and a negative correlation between 
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 for deductibles, which is statistically significant for experienced drivers only. This implies that there is a weak link between coverage and risk for collision insurance and a negative association between coverage and risk for deductibles, which is contrary to the theory of adverse selection. 

Two empirical methods are used (as recommended by Chiappori and Salanie (2000)) in order to examine the conditional independence between 
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. This is due to the fact that to test for adverse selection correctly, the variables observed by the insurer must be controlled. The independence of risk and cover must be considered within the pool of policyholders for whom the insurer regards as the same risk class. The two empirical methods employed are a bivariate probit model and a χ2 test. 

5.1.6) Bivariate Probit

The equations used to define the bivariate probit model are as follows:
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1 – if 
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* = βXi + εi > 0                                                                                             (1)


0 – otherwise


[image: image42.wmf]i

z

 = 
1 – if 
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* = γXi + ηi > 0                                                                                              (2)


0 – otherwise

The first equation expresses the choice of contract, whilst the second equation portrays the event of an accident. Two error terms exist (εi and ηi) which assure the following standard conditions: E(εi) = E(ηi) = 0, Var(εi) = Var(ηi) = 1, and Cov(εi, ηi) = p. These models were then estimated for collision insurance (
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) and deductibles (
[image: image45.wmf]d
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). The approximation outcomes may be viewed in Table 3. 

Table 3: Bivariate Probit Estimation Results





Collision Insurance


Deductibles

	
	Beginners
	Experienced
	Beginners
	Experienced

	p

s.e.

95% conf. int.

N
	0.062

0.048

(-0.032, 0.155)

2.813
	0.031

0.020

(-0.008, 0.069)

19.184
	-0.076

0.075

(0.219, 0.072)

1.101
	-0.065

0.034

(-0.131, -0.001)

10.405


Source: Saito (2004:12)
The interest lies in whether or not the value of p is statistically significantly different from zero. This allows one to evaluate statistical hypotheses. The findings suggest that the results regarding the descriptive statistics are not distorted even though the variables for Xi are controlled. The first two columns of Table 3 supply the findings for collision insurance. It seems that p is positive in each grouping, the estimated values of p are close to zero and therefore one does not reject the null of the conditional independence between 
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. The values of p were 0.062 and 0.031 for beginner and experienced drivers respectively. 

In Table 3, columns three and four provide the results for deductibles. For both beginners and experienced policyholders, p is negative, and the null of independence is rejected at a 10% confidence level for experienced drivers. This suggests that low-risk consumers are more inclined to purchase broader cover, which is inconsistent with the theory of adverse selection. The bivariate probit model indicates that no confirmation of adverse selection exists for either collision insurance or deductibles. 

5.1.7) χ2 Test

The bivariate probit model may only present satisfactory results under certain limiting conditions, such as linearity of the latent variable equations and normality of the error terms. In order to verify the vigour of the results, the conditional independence of 
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 is tested using a χ2 test. 

The data was divided into groupings making use of variables in Xi. Four variables were employed for classification: age of driver, type of vehicle, class of vehicle, and size of vehicle. The data was divided into sixteen cells using the criteria in Table 4, and in each cell cross tabulations were created. The χ2 statistics (Q), follow a χ2 (1) distribution. The statistics are calculated (S), which are defined as the sum of Q; these too follow a χ2 distribution under the null of independence between 
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.   

Table 4: Definitions of variables in Xi

	Variables
	Definition

	Age = 0

Age = 1

Type = 0

Type = 1

Class = 0

Class = 1

Size = 0

Size = 1
	Covered more than 30

Otherwise

Small Car

Otherwise

4-Class or Below

Otherwise

1500cc – 2500cc

Otherwise


Source: Saito (2004: 13)
Table 5 displays the estimated vales of Q in each cell. The left hand side of the table (collision insurance) depicts that the values of Q are close to zero in most of the cells. Statistical significance is present in only one cell: (1, 0, 0, 0), which represented the experienced drivers. The cell was further classified making use of additional variables in Xi, however, no further correlation was discovered. The conclusion was that no positive correlation was found in any cell. The S statistics demonstrate that the null of independence between 
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 is not rejected for the entire sample either. 

Table 5: [image: image54.wmf]2
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 Test Results





Collision Insurance


Deductibles

	
	Beginners
	Experienced
	Beginners
	Experienced

	Group
	Q
	N
	Q
	N
	Q
	N
	Q
	N

	(0,0,0,0)

(1,0,0,0)

(0,1,0,0)

(0.0,1,0)

(0,0,0,1)

(1,1,0,0)

(1,0,1,0)

(1,0,0,1)

(0,1,1,0)

(0,1,0,1)

(0,0,1,1)

(1,1,1,0)

(1,1,0,1)

(1,0,1,1)

(0,1,1,1)

(1,1,1,1)

S
	0.962

0.033

0.82

1.714

0.178

0.192

0.103

0.268

0.016

-

-

0.455

0.599

0.865

1.975

1.815

9.995
	202

335

64

75

203

125

241

329

66

20

8

88

30

18

389

620

2.813
	0.005

2.751

0.159

0.226

1.836

0.006

0.601

0.065

0.392

0.007

0.635

0.059

0.313

0.36

2.626

0.315

10.358
	2.567

2.116

1.016

839

2.047

899

903

1.992

709

291

54

574

257

41

2.425

2.454

19.184
	0.939

0.160

1.126

0.157

1.548

3.758

0.013

0.054

1.193

-

-

2.002

0.950

-

0.313

1.831

14.043
	74

113

34

25

80

62

59

130

35

10

0

41

19

5

165

249

1.101
	0.554

0.207

1.862

0.021

3.262

0.662

0.691

2.349

0.014

0.495

-

1.305

2.079

-

0.577

2.949

17.027
	1.478

1.049

682

410

1.137

548

334

961

493

173

9

311

147

6

1.394

1.273

10.405


Source: Saito (2004: 15)
The right hand side of Table 5 illustrates the results for deductibles, where the values of Q are also small. Three cells possess statistical significance for Q: (1, 1, 0, 0) for beginners, (0, 0, 0, 1) and (1, 1, 1, 1) for experienced drivers. These correlations did not fade away when additional variables were included in Xi, however, it must be noted that the correlations between 
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 are negative. This implies that the drivers with zero-deductibles are less likely to be involved in a car accident. The S statistics insinuate no presence of adverse selection. 

In conclusion, the χ2 test results indicate that there is no evidence of adverse selection for collision insurance or deductibles, due to the fact that the S statistics are insignificant. The other result relates to deductibles: a statistically significant negative correlation is found between 
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 for some cells. The results confirm that no adverse selection is found using the χ2 test. 

5.1.8) Altered Definitions of Risk

Thus far, the paper defined risk as the probability of having at least one car accident. The following section redefines risk in the following three ways: amount of loss paid, theft, and unobserved variables. This is done in order to ensure the robustness of the results. 

Amount of Loss Paid
This section redefines risk as the amount of loss paid for car accident claims; further an assessment is done to see whether there is a differentiation between policyholders with differing amounts of cover. 

Table 6: Average Amount of Loss for Beginner and Experienced Drivers





Collision Insurance


     Deductibles

	Group
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	Num. of Claims
	Mean
	S.E.
	Num of Claims
	Mean
	S.E.

	Beginners
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 = 1
	112

77
	927.618

627.710
	177.058

55.516
	36

41
	456.155

453.058
	78.434

61.962

	Experienced
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 = 1
	407

537
	703.784

732.172
	41.525

57.803
	71

465
	817.388

528.181
	189.478

33.535


Source: Saito (2004: 17)
Table 6 describes the average loss paid for beginners and experienced drivers. In the instance of collision insurance, the average loss amount is greater for the 
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 = 1 group but only for experienced drivers, however, the difference is small. Regarding deductibles, the average amount of loss is higher for the 
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 = 0 group. This is divergent from the notion that drivers that are higher risk are more likely to purchase a higher amount of insurance cover. Two empirical measures were taken to test whether the differences were significant or not: a two sample test and Wilcoxon’s rank sum test. 

Table 7: Two-Sample and Rank-Sum Test Results






Collision Insurance


Deductibles

	Group
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	Two-Sample Test
	Rank-Sum Test
	Two-Sample Test
	Rank-Sum Test

	Beginners
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 = 1
	1.616

0.108
	0.395

0.693
	0.031

0.975
	-0.358

0.721

	Experienced
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 = 1
	-0.399

0.690
	1.117

0.264
	2.556

0.011
	0.437

0.662


Source: Saito (2004:17)
Table 7 depicts the results. The two sample tests indicate that the mean difference is only statistically significant at a 5% level for one grouping: deductibles of experienced drivers. However, one must keep in mind that the relationship is negative, which is contrary to the theory of adverse selection. Wilcoxon’s rank-sum test does not demonstrate the significance. 

The choice of contract was regressed upon all characteristics of the policyholders Xi as well as the amounts of loss in logarithms. Assessment results under the probit models indicate that the estimated coefficients on the loss amount are not statistically significant in either of the models. 

In conclusion, both the parametric and non-parametric empirical measures demonstrate that the positive correlation between the choice of deductible and the amount of loss is nonexistent in collision insurance and its deductibles.

Theft
In this section risk is defined as the probability of one’s vehicle being stolen. The risk of car theft is covered by collision insurance in Japan; therefore cover and risk are redefined as follows:
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 = 
1 – if agent i purchased collision insurance with a zero-deductible


0 – otherwise
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 = 
1 – if agent i’s vehicle was stolen


0 – otherwise

In the above definitions 
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 is the choice of deductibles, as was described previously, and 
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 is the risk defined as whether or not i’s vehicle was stolen. Table 8 illustrates the approximation results by using the bivariate model. In both groupings the estimated values of p are small (0.010 for beginners and -0.047 for experienced drivers), and the null of independence between 
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 is not rejected. The results insinuate that no adverse selection is present in relation to theft. 

Table 8: Bivariate Probit Estimation Results (Theft)

	
	Beginners
	Experienced

	p

s.e.

95% conf. int.

N
	0.010

0.181

(-0.331, 0.349)

1.101
	-0.047

0.082

(-0.205, 0.113)

10.405


Source: Saito (2004: 19) 
Unobserved Variables
The data obtained from the local police department indicated that the probabilities of accidents and theft varied among the four different regions. The probabilities are higher in Osaka and Kanagawa than in Iwate and Kagoshima. This may be viewed in Table 9.

Table 9: Number of Crash Accidents and Theft in each Prefecture

	Prefecture
	Crash Accidents (A)
	Theft (B)
	Private-Use Cars (C) 
	(A) / (C) 
	(B) / (C)

	Iwate

Kanagawa

Osaka

Kagoshima
	4.403

52.663

51.560

9.420
	93

3.170

7.916

232
	596.801

2.819.094

2.580.013

735.784
	0.74%

1.87%

2.00%

1.28%
	0.02%

0.11%

0.31%

0.03%


Source: Saito (2004: 19)
Due to the fact that insurers may not discriminate premiums according to geographic region, if adverse selection occurs, drivers in Osaka and Kanagawa should be more inclined to purchase insurance than their counterparts in Iwate and Kagoshima. To test the above-mentioned hypothesis, the following model was formed:
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 = βXi + Σ(3, j=1)γjREGIONij + εi                                                                                    (3)

In the above model, 
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 is the dummy variable which is defined as either 
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, Xi is a set of characteristics of the driver, REGIONij is a set of dummy variables which describe the geographical location of the area in question, and εi is a normally distributed error term. Iwate was selected as the base group and dummy variables was then included for the other regions. The existence of adverse selection should result in positive coefficients on dummy variables for Osaka and Kanagawa. 

The estimation results of the probit regression model are available in ‘Table 9’ Saito (2004: 22). Columns 1 and 2 of the table display that the estimated coefficients for REGIONij are not statistically significant for collision insurance. Columns 3 and 4 display that in the case of deductibles, drivers in high-risk regions are less likely to acquire a higher amount of cover. The results indicate that homogenous insurance pricing across all regions does not induce adverse selection. 

5.1.9) Conclusion

Saito (2004) aimed to examine whether adverse selection is induced by rate regulation by utilising an individual data set from a heavily-regulated insurance market. The results of various empirical studies indicate the absence of adverse selection. To the contrary, a negative correlation was discovered between risk and cover for some groups, which is the converse of the adverse selection hypothesis. 

5.1.10) Caveats for Consideration

There are a number of caveats that one should be aware of when analysing Saito (2004)’s empirical findings and these include: 

· The most significant concern is that the market which was being scrutinised was a compulsory one. This is in contrast to Dahlby (1983), in which compulsory and voluntary insurance markets were applied. The predicament is that consumers have no option but to purchase the policy in question and it is then also necessary to persist with it unconditionally. As it was previously mentioned, the theory of adverse selection states that low-risk consumers will opt to leave the insurance pool as they may no longer be prepared to subsidise their high-risk counterparts. The premium, which will be higher than expected claim costs, will theoretically drive low-risk insureds out of the market. The option for low-risk insureds to purchase a lesser (less cover or none at all) policy was not considered by Saito (2004). Saito (2004) did consider an option to purchase a policy with or without a deductible, which does not imply a voluntary insurance market. This factor was neither tested for, nor mentioned in the study. 

· One may carry the above observation forward and state that there may be numerous motives, which encourage low-risk consumers to remain in policies even though the desire to leave may be present. This comment may apply to other literature which does not discover signs of adverse selection by testing whether or not low-risk individuals are leaving the market. One reason to remain in a policy is moral hazard. This is a market weakness which occurs due to the fact that some policyholders will be less willing to make an effort to avoid losses, as a result of owning an insurance policy (morale hazard). For example, an insured may not be willing to park an insured vehicle in a safe area anymore if compensation is inevitable. Under certain circumstances, one may even be willing to cause a loss in order to get paid out by the insurance company (moral hazard). This may occur if the insured amount is higher than the actual value of the respective item. This links with the principle of indemnity which states that the policyholder may not recover more costs from insurance than the worth of the loss. Moral hazard may lead to individuals remaining in policies even though they may not necessarily need to. 

· Whilst looking into moral hazard, one must mention the fact that Saito (2004) is implying that the market failure does not exist at all, as no positive correlation was found at all between risk and cover. This statement is a questionable conclusion; however the discussion goes beyond the scope of this paper.     

· There may also be other explanations for the fact that some individuals remain in policies in which they are subsidising high-risk policyholders. Some may possess certain loyalties toward the insurance company in question, whilst others may be locked into policies for a certain amount of time. Another valid reason may be that no lesser policy may exist on the insurance menu. In other words, as explained earlier in Rothschild and Stiglitz (1976), no policy which offers less cover for a lesser premium may exist for low-risk individuals. In any of these instances, a low-risk policyholder will not opt out of the insurance pool as the adverse selection policy predicts. One factor which was not mentioned is that in many countries, as is the case in South Africa, in order to get bank financing for a vehicle, it is necessary to purchase full motor insurance cover. In this event, any individual who purchases a vehicle on credit is forced into full cover policies. As a result, high and low-risk individuals are pooled together. Thus there is an impression that high-risk policyholders (which theoretically possess full cover) are not having car accidents due to the fact that many of those policyholders are low-risk individuals who have no choice but to purchase full cover. This is due to the fact that low-risk consumers are being forced into the same pool as their high-risk counterparts.  

· Saito (2004) correctly points out that some low-risk individuals may be purchasing full cover due to the fact that they may be risk-averse. This declaration came as a result of the finding that those with a higher amount of cover tended to have less accidents. The possible explanation was given by the notion of propitious selection, as in Hemenway (1990). The basic idea is that low-risk individuals tend to be more careful and risk-averse; therefore they are more likely to purchase cover and more of it. During a study, it would therefore seem as though, individuals with full cover (expected to be high-risk) are having less accidents
. Another reason for the above finding could be that those who possess less coverage, due to a higher deductible, could be persuaded to take more care, even if though they may be high-risk. A high deductible could serve as incentive to take more care, which discourages moral hazard. 

· Once again, Saito (2004) states that the results may only apply to the particular market which was examined. Each market and situation may have unique structural characteristics and thus should be examined individually in view of these study-specific considerations. Unfortunately, real data does not yet exist on the consequences on genetic testing for the insurance industry. As a result, it is necessary to inspect existing literature, and subsequently apply it to the given topic. 

· One last point to note is that the data examination should only be looked at as descriptive statistics. This implies the description of basic features of the data in the study, which provides simple summaries about the sample and the measures taken. The fact that no correlation was found between risk and cover does not necessarily indicate that adverse selection does not exist. This is due to the fact that correlation does not prove causality. The examination may only reveal certain trends; however, it should not be viewed as substantial evidence. It is for that reason that Saito (2004) further performs a bivariate probit and χ2 test. 

The abovementioned limitations are worth noting due to the fact that a great amount of the literature available points toward different conclusions on the existence of adverse selection. The caveats may provide some understanding as to why this is the case.  

5.2) Macdonald (1999)

Angus Macdonald produced a paper in 1999 in which the implications of escalating comprehension of human genetics on insurance were deliberated. This paper, ‘Human Genetics and Insurance Issues’ was a follow-up and summary of two previous papers by Macdonald: ‘Modelling the Impact of Genetics on Insurance’ (1999) and ‘How will improved forecasts of individual lifetimes affect underwriting?’ (1997). Some of the findings which transpired as a result of these papers will be discussed. It is important to note that the mathematical application of the paper is based on life insurance and concentrates mostly on the United Kingdom. Mathematical models are used to guide policymakers, however the requirement of more research and cooperation between actuaries, geneticists and epidemiologists is accentuated. This is worth noting as genetic testing and insurance is a field which will require a hefty amount of research and cooperation between all sectors involved. 

5.2.1) Life Insurance Underwriting

It is worth noting the straightforwardness of life insurance underwriting. One fundamental premium rate is used which is named the ‘Ordinary Rate’ (OR); this rate may however be split up into gender and smoking habits. The OR rate is one which is charged to a consumer who is in a reasonably good health condition. In the United States, it has materialised that some insurance companies try to ‘cherry-pick’ or use ‘preferred lives underwriting’. This involves detecting extremely healthy individuals and offering them privileged premium rates. One can link this up to the genetics concept of offering those with negative genetic test results better premiums, which may be a form of discrimination as those without a test result, or those with positive test results get charged higher premiums. It must be noted that this practice has not been undertaken by all insurance companies in the United Kingdom, although some have utilised it. 

As a result of the OR classes extensiveness, policyholders are included who are of slightly less than average health, therefore some approximations are of up to 130% or 150% of the average rates of mortality. In the event that the underwriter detects a possibility of poorer health due to the information received, such as a family history of poor health, an increased premium may be charged. This would generally be a multiple of the OR rate, however, once the increase surpasses 400%, the application may be denied. 

Generally, 95% of applicants are accepted at the OR rate, increased premiums are assigned to about 4%, and 1% of all applicants are rejected. This line of operation is followed consistently throughout Europe. Some consequences on life insurance should be taken into consideration regarding genetic test results.  

· Certain single gene disorders, such as Huntington Disease, may introduce an amplified risk to an insurance company. This is due to the fact that death will occur at earlier than normal ages, when policyholders still have much of their life cover to pay off. 

· Multifactorial disorders (as explained above occur in one or more genes) may modify one’s predisposition to certain diseases, due to the impact of the environment and the individual’s lifestyle. These disorders are less significant for life insurance underwriting due to the fact that mortality rates are insignificant (not many deaths occur as a result of these disorders) and it is difficult to note the effect of each gene, the environment, and lifestyle on the disease since the relationship is so intricate. It is for this reason that the GAIC has undertaken this specific task of deciding which multifactorial disorders should be considered for life insurance premium setting.   

5.2.2) Mathematical Model of Genetic Testing and Insurance

Macdonald (1997, 1999) utilised an extremely effective and simple mathematical model in order to denote the life history of a consumer who may have a genetic test, purchase insurance, and die. The mathematical details go beyond the scope of this paper, however they may be found in the abovementioned papers. The following is a summary of the methods used and results discovered. Figure 5 is an illustrative depiction of the model. 

Figure 5: A model for the ith of M sub-populations 
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Source: Macdonald (1999: 7)

The separate squares are named ‘states’, which have arrows to represent transitions between the states. Any given individual commences in the first state, with no insurance, and having never obtained a genetic disorder test. The individual may then purchase insurance without having a genetic test, or may obtain a genetic test with a positive or negative result and consequently decides whether or not to purchase insurance. The probabilities of a transition in between states are shown next to each arrow, and x + t symbolises the individual’s age. The greater the probability, the more likely it is that the transition will occur, therefore it becomes viable to model a crucial element of adverse selection; that is that one with a positive genetic test result will be more likely to purchase insurance. 

During the stage when an individual is in one of the insured states, it is necessary to pay life insurance premiums. The premiums which are charged in the two insured states may differ, in this manner it is possible to model the consequence of the insurance company charging a higher premium due to a positive genetic disorder test result. If the insured dies, whilst occupying one of the insured states, the sum assured will be payable. It is therefore possible to model another crucial component of adverse selection; consumers with a positive genetic disorder test result will be more likely to purchase higher sums assured. 

The mathematical model also possesses the aspect of increased or decreased mortality rates linked with differing genes. Mortality differences are specified in a general manner: it is assumed that there are only two or three sub-populations of people, each with a given level of mortality compared with the average. The two sub-populations are signified in Figure 6. The OR class is characterised by a sub-population with below average mortality (75% of the average) and a sub-population with above average mortality (125% of the average). Exactly one half of the population is in each sub-population, and it is assumed that an individual in the higher mortality sub-population possesses a higher probability of obtaining a positive genetic test result. It is then shown that those who cause adverse selection are situated mostly in the higher mortality class. 

Figure 6: A model of the OR class with two sub-populations

Low Mortality (75% of Average)
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High Mortality (125% of Average) 
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Source: Macdonald (1999: 8)
Utilising the model, it is necessary that one first calculates the premium that should be charged when the presence of a genetic test is lacking. This is performed on a person who is selected randomly from the entire population. The selection is random due to the fact that neither the individual, nor the insurance company are aware of which sub-population the respective person actually belongs to. This premium is established so that the insurance company can cover the expected value of claims arising. It is then necessary to calculate the expected vale of claims which will arise in the event that genetic testing does occur, however, only the applicant, not the insurer is aware of the result. In this case, adverse selection might occur, as claims become more probable and heftier in the higher mortality sub-population. The expected value will therefore be amplified; the percentage increase over the premiums calculated in the absence of genetic testing is equal to the percentage increase in premiums that would be required to compensate for the adverse selection. 

It must be noted that Macdonald (1999) stated that real data was not available with which to standardise the mathematical model. This is generally the problem with adverse selection studies, and even more so when looking at the notion of genetic testing, which is not as yet fully developed and functioning. However, the model may still be utilised to ascertain what data must be accumulated in the future. One may also be able to make assumptions in confidence that they lie within the extreme region; in other words the answers provide the upper boundary on possible premium increases resulting from adverse selection. In other words, the assumptions made are of maximum levels of premium increases which would result if high-risk individuals (positive genetic test results) were to be granted health insurance. The aim Macdonald (1999) was to provide the latter result.   

Assumptions are made regarding the rates at which consumers purchase insurance, the rate at which individuals have genetic tests and the proportion which turn out to be positive, as well as the structure of the population in terms of the number sub-populations and their relative mortality rates
. One must be aware that the assumptions made were premeditated to be worse than is likely in reality. 

Tables 10 and 11 illustrate the percentage increases in premiums in two cases:

Table 10: Percentage increases in premiums arising from adverse selection in a model of the Ordinary Rates underwriting class

	Sum Assured of Adverse Selectors
	Age 30

Term
	Age 40

Term
	Age 50

Term

	
	10yrs

%
	20yrs

%
	30yrs

%
	10yrs

%
	20yrs

%
	10yrs

%

	Average

2 X Average

4 X Average
	4.3

10.0

21.4
	2.5

6.7

15.1
	1.3

4.7

11.4
	4.3

10.2

21.7
	2.3

6.5

14.9
	4.3

9.9

21.4


 Source: Macdonald (1999: 9)
Table 11: Percentage increases in premiums arising from adverse selection in a model of the whole population

	Sum Assured of Adverse Selectors
	Age 30

Term
	Age 40

Term
	Age 50

Term

	
	10yrs

%
	20yrs

%
	30yrs

%
	10yrs

%
	20yrs

%
	10yrs

%

	Average

2 X Average

4 X Average
	10.7

19.7

42.6
	7.7

15.8

31.9
	5.8

12.0

24.5
	10.3

20.9

41.8
	7.3

14.9

30.1
	9.7

19.7

38.5


Source: Macdonald (1999: 9)
· Table 10 utilises the model of the OR class presented in Figure 6.

· Table 11 uses the model with three sub-populations: the first includes 94% of the population with 81.2% average mortality, the second includes 5% of the population with 206% average mortality, and the third includes 1% of the population with 490% average mortality. 

The tables explain the percentage increases in premiums for individuals commencing in the originating state at ages 30, 40, and 50, for differing policy terms, assuming that ‘adverse selectors’ opt for sums assured 1, 2, or 4 times the average sum assured. These assumptions are particularly extreme, therefore some conclusions were reached: 

· The option to purchase higher sums assured is generally the most harmful element of adverse selection, therefore the greatest hazard to insurance companies. As it is, insurers set upper limits on possible sums assured which may be obtained without further scrutiny. It would seem reasonable to permit genetic test information to be revealed if an extremely high sum assured is sought after. 

· In the event that high sums assured are excluded, 10% seems to be a reasonable limit for any necessary premium increase, whilst 100% would not as the premium paid would greatly exceed any benefits derived from the contract. 

· Multifactorial disorders are unlikely to be of much implication for the life insurance industry; as explicated earlier, these disorders are highly unlikely to surface, complicated in concept, and not yet fully understood.  

5.2.3) Conclusion 

It must once again be stressed that the mathematical model presented by Macdonald (1999) relates to life insurance. Other insurance industries such as health may face different difficulties. However, certain conclusions obtained are well worth noting. Insurance companies already have limits in place on sums assured; these should be sufficient unless an extremely high amount of cover is sought. Therefore, even if one receives a positive result from a genetic test, there is only so much that will be able to be claimed. This notion may not extend to the health insurance market, as a greater hospitalisation costs and medical treatment are not taken into account within the mathematical model. Unfortunately, not much research and empirical evidence exists to test some of these assumptions. It is important however that all those concerned in the insurance industry, genetic field, and government work in conjunction with each other in order to identify potential predicaments which may lead to adverse selection. It is also crucial to alleviate ungrounded suspicions that genetic testing may lead to those who require insurance the most (such as the sick and elderly) will be the ones who are ultimately denied cover.  

6. Adverse Selection: Consequences Observed

Barrett and Conlon (2003) focus upon adverse selection and the decline in private health insurance coverage in Australia during the period 1989-1995. The study was undertaken using the Australian Bureau of Statistics (ABS) National Health Surveys. It was discovered that individuals’ health standing and health risk behaviour are considerable determinants of their decision to purchase private health insurance. It seems that at a moment in time, the pool of the insured is heterogeneous, containing an assortment of low and high-risks. The paper reaches the conclusion that the lowering of insurance coverage over the respective time period corresponded to an increase in the extent of adverse selection within the insured population. This deduction is critical to the notion of genetic testing and adverse selection (Barrett & Conlon, 2003). This is due to the fact that it is imperative to illustrate that the market failure does exist and may trigger undesirable consequences for insurance companies, certain policyholders, as well as the insurance industry at large. If adverse selection is found to be significant, it would then be considered feasible to deliberate the implications of genetic testing upon the insurance market. 

The paper analyses the determinants of private health insurance coverage in Australia. The relationship between a widespread set of health risk factors for all family members and the demand for private health insurance are evaluated (Barrett & Conlon, 2003). This is performed by investigating the frequency of private health insurance coverage at two points in time, namely, 1989 and 1995. The period between these two points reveals a waning demand for private health insurance coverage. An assessment is made concerning whether or not the retreating pool of those privately insured was increasingly composed of high-risk individuals. This would reveal an adverse selection spiral in the market for private health insurance coverage. 

6.1) Australian Health Insurance Industry

In Australia, obligatory primary insurance provides basic hospital care and primary medical services. Consumers may purchase additional insurance from a private health insurance fund, which may supply a better quality of care and/or supplementary services not covered by Medicare (compulsory primary insurance). Individuals who prefer not to take out private health cover are treated in public hospitals by registered practitioners, whilst those who purchase private health cover may either get treatment in a private hospital, or in a public hospital as a private patient. Medicare covers 75% of medical fees, with private health insurance covering the remaining 25% (Barrett & Conlon, 2003). 

The regulatory structure of the health insurance system is set in the Health Insurance Act, according to which, all insurers must be registered according to the Act. Further, all applicants must be received and not discriminated against according to risk factors such as sex, race, and use of services when setting premiums. This is a form of community rating, under which distortions (funds containing a high number of high-risk consumers) are, to an extent, alleviated by utilising a reinsurance pool (Barrett & Conlon, 2003). The reinsurance agreements redistribute funds between insurers, to the advantage of those with above average claims in certain categories. An example may be those that have been hospitalised for more than 35 days in one year, which would naturally render them high-risk. This market is suitable for the genetic testing and adverse selection inquiry. One may view the existence and effects of adverse selection in an insurance market which is both compulsory and voluntary. An image may be painted of the possible consequences of disallowing insurers to use genetic test results as a risk factor when setting premiums. 

6.2) Previous Research

Under the system described above, health insurance decisions may be simplified into whether or not to purchase secondary insurance from a private fund. The analysis of the determinants of this kind of a decision is appropriate for the use of binary discrete choice models, using either the logit or probit styles of the probability function. This will be similar to the methods used earlier in Saito (2004). In a descriptive manner of the method, Cameron and Trivedi (1991) identified a conditional expected utility function which is linked to alternative health care regimes (Barrett & Conlon, 2003). The consumer would select the system that maximises their expected utility. Other studies which followed a similar method are: Hopkins and Kidd (1996) and Butler (1999). 

Another possible determinant of the decision to purchase insurance is price. Unfortunately, not many studies have been devoted to the approximation of the price elasticity of demand. This is due to lack of data used by individuals, as well as the fact that the price variations among consumers are narrow due to regulation across all insurance industries. The exception is Butler (1999), which created ‘effective prices’ from information on insurance fund premium revenue and expected benefits paid out by age grouping. The point estimate of own-price elasticity of demand for hospital insurance was estimated to be – 0.50 (Barrett & Conlon, 2003). 

Existing substantiation proposes that socio-economic factors possess the expected outcomes on the choice of purchasing insurance. Individuals that are employed or possess some form of tertiary education are more likely to purchase insurance (Butler, 1999). Married persons are also more likely to seek cover, whilst family size seems to have little significant effect. Age is another variable which seems to be a positive determinant of insurance purchase decisions. Whilst Cameron and McCallum (1995) found that the relationship between certain health risks and choice was weak, Cameron and Trivedi (1991) found that coverage increased with age at an increasing rate. That is not surprising in light that old age may generally lead to a deteriorating health status. The individuals’ awareness of being a member of a group containing high-risk characteristics (family history of cholesterol) is likely to influence insurance decision, as well as the persons’ attitude toward risk (Hopkins & Kidd, 1996). It was discovered that smokers are less likely to purchase insurance. It will be discussed later that this may be due to the level of risk aversion (Barrett & Conlon, 2003). 

Certain studies have been conducted which examine the empirical evidence for adverse selection in the health insurance markets in the United States. In these studies adverse selection is defined as the circumstance where consumers possess differing health risks; however, they are not charged a premium equal to the expected marginal cost of the insurance (Barrett & Conlon, 2003). Consequently, high-risk individuals find insurance cover more appealing and are more prone to purchase expensive policies
 (Cutler & Zeckhauser, 1998). Barrett and Conlon (2003) describes an adverse selection spiral, which could result. Insurers may face costs which are greater than expected costs, and respond by increasing premiums. Eventually this may lead to low-risk consumers opting out of the market, which would lead to further premium increases and market contraction. Theoretically, a breakdown of the market may result. 

As presented earlier, Rothschild and Stiglitz (1976) exhibited the original market collapse in the presence of adverse selection. The failure occurs due to the fact that consumers possess hidden information regarding the expected insurance costs, which insurers are unable to attain in order to set actuarially fair premiums; either due to regulatory restriction, or simply due to a lack of knowledge (Barrett & Conlon, 2003). However, in more recent literature, adverse selection refers to circumstances where high-risk consumers possess a higher preference for insurance cover than low-risk individuals. If adverse selection does exist, it is worth investigating the possible implications which it may have for the insurance industry regarding genetic testing. Cutler and Reber (1998) found that adverse selection was responsible for the downfall of the Harvard University health insurance plan in the 1990s. In a similar manner, Thomasson (2002) discovered that community rating of health insurance by the Blue Cross and the Blue Shield health funds also became unsustainable in the 1950s, due to the consequences of adverse selection (Barrett & Conlon, 2003). 

6.3) Model

The decision to purchase private health insurance (PHI) is regarded as a choice between two discrete options. The first is that the individual does not purchase PHI and relies only on compulsory cover provided by Medicare. The second is to purchase additional cover supplied by private health funds. The net expected utility of acquiring PHI is presupposed to be given by the linear function Barrett and Conlon (2003): 
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In the above equation, 
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 represents individual/family characteristics as well as other conditioning variables. β is the parameter vector to be approximated, and is the influence of those characteristics on the decision to purchase insurance. ε
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 is a random error term and i indexes according to each individual. The net expected utility of purchasing insurance is not observed, however, a twofold variable indicating whether or not the net expected utility is positive and that the individual purchased insurance is taken into account. The probability that a consumer obtains PHI is given by Barrett and Conlon (2003):

Pr(PHI = 1) = Pr(EV
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In Equation (Number) F(.) represents the standard normal distribution function. This relates to the standard probit model, which is an approximation utilising maximum likelihood techniques Barrett and Conlon (2003). 

6.4) Data

The data which is analysed in the Barrett and Conlon (2003) is from the ABS National Health Surveys (NHS). The decision of ‘singles’ and ‘families’ to acquire private health insurance is investigated by Barrett and Conlon (2003). The ‘family’ records are made up of married couples with dependent(s), married couples without dependent(s), and single parents with dependents (Barrett and Conlon, 2003). The basic unit of observation in the NHS is the individual. 

The dependent variable in the study is a binary variable, which signifies whether or not the individual or family had private health insurance and provided cover for the costs of in-hospital processes. The explanatory variables may be classified into two groups. The first group comprises of the essential demographic and socioeconomic variables such as sex, age, marital status, number of dependents, education, and income. A variable also exists which specifies whether an individual possesses a government health card, which permits them to subsidised health care (Barrett and Conlon, 2003). 

The second group of explanatory variables present information on the occurrence of health conditions among respondents as well as families thereof, and activities which are likely to affect the health status. Some specific conditions are looked out for, such as diabetes, high blood pressure and high cholesterol, the number of chronic conditions, and individuals’ self-assessed health status. A control is made on the consumption of alcohol, smoking status, body mass, and amount of exercise (Barrett and Conlon, 2003).

Certain limitations do exist concerning the data; first, surveys do not note the insurance premiums which are charged to policyholders. However, due to community rating, individuals generally have access to the same set of policies. Second, waiting times and the quality of services provided under Medicare are critical determinants of the decision to purchase insurance, however, no information on these issues was available (Barrett and Conlon, 2003).  

6.5) Results: Summary Statistics

In 1989, roughly 36% of singles possessed private health insurance and by 1995, this had decreased to 26%. Private health insurance was more common among families with 52% in 1989, which dropped to 41% in 1995. The sample summary statistics signify some alterations in the Australian population over the period 1989 – 1995. A decline in the prevalence of specific conditions such as high blood pressure and high cholesterol occurred for singles and family samples, whilst there was a marginal increase in the prevalence of diabetes. There was also an increase in the number of chronic health conditions (Barrett and Conlon, 2003).  

Regarding health risk factors, there was an increase in the proportion of samples who were low-risk drinkers
. There was a general decline in the prevalence of smoking, whilst the incidence of being overweight increased. 

The family and singles data were subdivided into two groups: those who possessed insurance and those who did not. This resulted in the appearance of a number of aspects. One aspect is the low incidence of coverage for single parent families as opposed to families composed of two adults with children (Barrett and Conlon, 2003). This is probably due to the fact that there would be more income in a household containing two adults, which would result in a greater ability to purchase insurance
. This leads to the next aspect which is the strong positive correlation between income and private health insurance cover. 

When looking at the health risk behaviours, one aspect stands out: there was a high incidence of smokers (family and singles) who did not possess health insurance coverage. This relationship between smoking and health insurance coverage contradicts the theory of adverse selection. It would be expected that high-risk individuals (smokers) would be more likely to purchase private health insurance cover, as they would be more likely to require it (Barrett and Conlon, 2003). The evidence (including that regarding drinking and exercise) however, reflects an individuals’ attitude toward risk. This means that those who are more risk averse are more likely to purchase insurance: smokers may not be risk averse, which is evident from the unhealthy habit; therefore they may also not regard the need for insurance cover as necessary. A smoker’s disregard for having a healthy lifestyle indicates the absence of risk aversion.  

The bivariate comparisons are constructive; however, the potentially significant impacts upon the decision to purchase health insurance such as income, age, and health behaviours are interconnected. The benefit of undertaking a multivariate probit analysis is the ability to inspect the input of a single determinant, whilst containing the influences of others (Barrett and Conlon, 2003). 

6.6) Probit Analysis: Sample of Single Adults

The results for 1989 demonstrate that, other things equal, Australian females that never married were significantly more likely to purchase insurance. If an individual is in possession of a government health card, he/she is less likely to purchase insurance. Income is obviously an important determinant for the demand of health insurance. The estimates entail that, relative to an individual with an income of $23 000 (Australian), an indistinguishable individual with $69 000 income was 18% more likely to purchase insurance (Barrett and Conlon, 2003). It is evident though that the positive marginal effect of income upon the probability of insurance coverage declines as income increases. In other words, consistent with basic economics, the utility gained from a good declines as the number of that specific good possessed increases (Barrett and Conlon, 2003).

Once a control was placed on the demographic and socioeconomic factors, a noteworthy dissimilarity within insurance coverage across the states of Australia was discovered. The highest incidence of insurance was found in South Australia and the Northern Territory, whilst the lowest observed in Queensland. The regional discrepancy may be due to a variation in the price of insurance across the states, as well as the varying quality of public hospital care. Age is also a significant determinant of health insurance coverage. A progressive increase was discovered in the probability of insurance coverage with age. Individuals aged 20 – 24 years are 35% less likely to obtain health insurance in comparison to an identical individual over 70 years of age (Barrett and Conlon, 2003).  

The likelihood ratio test statistic for the null hypothesis that the set of health status and health risk factors are mutually insignificant is 194.2, which leads to a rejection of the null hypothesis. Communally, the health status/health risk activity variables are significantly associated to the decision of acquiring insurance even after controlling for the demographic and socioeconomic factors. However, it must be noted that the three specific health conditions observed were not individually significant in explaining the decision to obtain private health insurance. The numbers of chronic conditions were found to be statistically significant (Barrett and Conlon, 2003). Having a recent chronic condition is linked to an increase of 1.6% in the likelihood of possessing health insurance cover. This is crucial to the study of adverse selection and genetic testing, as it indicates that as with chronic conditions, an individual may be more likely to take out insurance cover if he/she finds that susceptibility exists to a particular genetic disorder (Barrett and Conlon, 2003).

When looking at health risk behaviours, high-risk drinkers were significantly less likely to acquire insurance. There was also a strong relationship between smoking status and private insurance coverage. Current smokers and ex-smokers were 12% and 4% less likely, respectively, to possess private health insurance than non-smokers, all else being equal. This result once again shows the relationship between risk aversion and the possession of insurance cover. The relationship between insurance and body mass varied, due to the fact that underweight individuals are less likely to obtain private health insurance, whilst overweight individuals are more likely to possess private health insurance. Exercise on the other hand, as an indicator of health risk, was not considerably linked to the decision to purchase private health insurance (Barrett and Conlon, 2003). It is concluded that results regarding health risk factors do not sustain the expectations of adverse selection; in fact the reverse seems to be true. Consumers with healthier risk behaviour are the ones most likely to purchase insurance. Therefore, the more risk averse individuals take on less risky behaviours and take out private insurance. This may also explain the finding in Saito (2004) that drivers with more coverage are less likely to have a car accident. 

The estimates were further compared to the situation in 1995. It seems that the significance of possessing a government health card as well as income status decreased regarding the purchase of insurance. Further, there was a decline in insurance coverage of males and females in the highest income bracket. This may be due to the decision to self-insure (Barrett and Conlon, 2003).

Regional differences also occurred with respect to changes in private health insurance over time. There was a general decline in the probability of purchasing insurance coverage in most of the Australian states, which could be as a result of the transition of the health insurance markets under Medicare toward free public hospital care. Free public hospital care would deter individuals from purchasing private health insurance, as it would no longer be required to pay for health care.  

Important differences in the relationship between age and the probability of purchasing private health insurance were also evident. There is a positive monotonic relationship between age and the probability of insurance coverage; however the gradient of the relationship was lower in 1995 than in 1989, for those aged above 49 years. It was considerably less likely for those in younger age groups to purchase private health insurance coverage (Barrett and Conlon, 2003).

The estimated influence of health indicators was robust over the data period. These features were: the increasing effect of the number of health conditions on the probability of purchasing private health insurance, and the negative estimated relationship between smoker status and the probability of acquiring private health insurance. It was however discovered that the negative relationship between the health risks, drinking and body mass, and insurance was no longer existent. In general, the estimates indicated that the positive relationship between numerous health risk factors and health status variables, and the likelihood of insurance coverage was more observable (Barrett and Conlon, 2003). However, the negative relationship between other health risk behaviours and insurance coverage was less obvious. This implies that the extent of adverse selection in the pool of privately-insured single adults increased.  

6.7) Probit Analysis: Sample of Families

Focussing upon the results from 1989, Barrett and Conlon (2003) find that single parent families are considerably less likely to acquire private health insurance than families with two adults. It is evident that it is not the number of children  present in a family, but rather the presence of young children (aged less than 5 years), as well as the number of recent health conditions of children, that is vital in explaining the decision by families to purchase insurance. If an adult is in possession of a health card then the family is less likely to have private health insurance, all else being equal (Barrett and Conlon, 2003).  

Income is a statistically and economically noteworthy determinant of insurance coverage. It is the income of the head of the family which is related to the decision to purchase insurance not the partner’s income. Therefore, it is not total family income which is significant but who is actually receiving it that matters (Barrett and Conlon, 2003). A skewed distribution exists towards the head of the household. 

The pattern of the coefficient estimates for the state dummy variables emulates those found for singles; however, the size of marginal result consequences is larger for the family samples. The positive monotonic association between the age of the family head and the probability of insurance coverage is akin to, although stronger, than that discovered for single adults in 1989. In general, the configuration of coefficients for the other socioeconomic features is similar to those discussed regarding single adults (Barrett and Conlon, 2003).  

When looking at the specific health conditions, the incidence of high cholesterol, in respect to the family head, and the partner having diabetes was substantially correlated to the purchase of private health insurance. The occurrence of recent conditions in the partner was positively associated with the demand for private health insurance. The point estimates propose that families headed by an individual who considers their own health status as ‘poor’ were less likely to acquire insurance. Families headed by high-risk drinkers were less likely to have private health insurance. It is also imperative once again to consider the smoking status of the family head or partner. Families in which the head or the partner is a smoker or an ex-smoker are substantially less likely to purchase private health insurance. Families headed by underweight (overweight) adults were less (more) likely to own private health insurance coverage, whilst exercise was found not to be a significant determinant of the decision to purchase insurance, all else being equal (Barrett and Conlon, 2003).

As was discovered for single adults in 1989, heterogeneity exists in the pool of families insured. The model estimates disclose that attributes linked with both bad health risks (reflecting adverse selection) and good risks (reflecting risk-aversion) were central in establishing the private health insurance coverage of families. It must be noted that balancing the estimates of the 1989 sample with that of the 1995 sample, may disclose the extent to which the separate factors become more or less prominent in determining the trend in insurance coverage for families (Barrett and Conlon, 2003). By comparing the two separate years, one may notice which features are most influential in determining whether or not a family possesses private insurance coverage.   

Some significant distinctions emerge when the estimates are compared across time. First, families without children were likely to opt out of private health insurance after 1989. The existence of a young child and the average number recent health conditions experienced by dependent children continued to be importantly linked to the decision of families to purchase private insurance (Barrett and Conlon, 2003). If a member of the family possesses a government health card the likelihood of that family having private health insurance is lowered significantly, all else being equal. The magnitude of the marginal effect of having a government health card in 1995 was less than that found in the 1989 sample. 

Income was a major factor in the demand for private health insurance in 1995; however, once again the extent of the marginal effect of the head and partner’s income was less than that observed in 1989. By 1995, the coefficients for the state of residence variables were insignificant. This is uniform with the findings for single adults; the pattern of deteriorating private hospital care in Australia is consistent with the move toward secondary hospital insurance under institutional agreements of Medicare toward free hospital care (Barrett and Conlon, 2003).

There are imperative differences in the pattern of estimates for age of the head and partner by sample year. The age-probability-of-cover gradient was more abrupt for both the head of the family and partner in 1995, whilst the former exceeds that discovered for single adults. The steeper gradient entails a greater concentration of elderly consumers in the pool of privately insured and is therefore suggestive of a greater degree of adverse selection in the insurance market in 1995 compared to 1989 (Barrett and Conlon, 2003).

More significant differences in estimates across the sample years concern health factors. The three specific health conditions were insignificant in 1995 in deciding whether or not to purchase private health insurance. The amount of recent conditions encountered by the partner of the family head were significantly and quantitatively more important in 1995. Adding to that, the increase in the average number of recent and chronic conditions reported over the study phase raises propositions of further signs of adverse selection within the insurance pool, which have increased over time as coverage has declined (Barrett and Conlon, 2003).

The estimates for 1995 denote that in families where the head of the family has a poor self assessment, the likelihood of private health insurance was lower. The smoking status of the adults within a family was an important factor concerning the probability of purchasing private health insurance (Barrett and Conlon, 2003). Families in which the head was a smoker were 10% less likely to acquire private health insurance than families in which the head was not a smoker. Smoking once again seems to be a strong indicator of an individual’s level of risk aversion. 

In general, the changes in the demand for private health insurance among families between 1989 and 1995 propose a stronger degree of adverse selection in the pool of insured families. Due to the decline in the proportion of those covered by insurance, the chance of a family being covered in 1995 was more positively correlated with the age of  the head and partner, as well as the number of the partners’ recent conditions (Barrett and Conlon, 2003).  The following section attempts to consider whether the consequences of the changes were to increase or decrease the intensity of high health risks within the pool of the privately insured. This is crucial to the question of genetic testing and adverse selection, as the presence of the market failure justifies the need for investigating opportunities which enhance risk classification.  

6.8) Adverse Selection Spiral

Barrett and Conlon (2003) contemplated multiple aspects of individual and family health risks and therefore, the insurance risk which the characteristics pose to private health funds. When inspecting certain elements, a stronger positive link was discovered between health risk and the likelihood of acquiring insurance, whilst in other elements, that relationship is either weak or negative. Barrett and Conlon (2003) now assess whether the net insurance risk over the sample time period, in fact increased or decreased. In this manner, an attempt is made to discover whether or not an adverse selection spiral may explain the reduction in the demand for private health insurance (Barrett and Conlon, 2003).  

To test for adverse selection, the probit model approximations were utilised to forecast the probability of private health insurance coverage. The focus is upon the 1995 sample and calculations were made for the predicted probability of coverage using the coefficients estimated in the 1989 sample and 1995 sample, respectively. A counterfactual pool is thus created by utilising the 1989 coefficients of the insured, which would have resulted if consumers in 1995 conducted themselves in the same way as they did in 1989 (Barrett and Conlon, 2003). This pool is then measured up against the predicted probability of coverage in 1995 based upon the 1995 coefficients, thus mirroring the observed behaviour in 1995
. The decline in insurance coverage over time entails that the mean approximated probability of coverage based on the 1989 coefficients will on average be greater than that based on the 1995 coefficients. Age is shown to be strongly correlated with health status and expected medical costs. In the event that the decline in coverage was uncorrelated with insurance risk, then the drop will be consistent among all age groups, and the two profiles should be approximately parallel. On the other hand, if the lower insurance risks were disproportionately likely to decrease insurance cover, then the decrease in the mean approximated probability of coverage would be highest among the younger age groups and lowest among the elderly (Barrett and Conlon, 2003).  

The results from Barrett and Conlon (2003) indicate that the decline in insurance coverage was more prevalent amongst the younger age groups. The rigidity of the confidence intervals denotes that the differences in the mean predicted levels of insurance coverage are statistically significant for nearly all age groups. Regarding singles, if the demand for private health insurance had continued to be constant over the study period, a much greater portion of the young and middle groups would be expected to acquire private insurance cover than was actually observed, whilst cover among the oldest age group is predicted to be less than the coverage detected in 1995. The figures for families; however, indicate an extremely prominent decrease in insurance coverage among the low-risk (young) consumers (Barrett and Conlon, 2003).  When one evaluates the forecasted probabilities of cover by age group it may be seen that there exists an increasing probability of cover with age until the mid-50’s, after which a decline in the probability of insurance coverage with age occurs, which steadies out around the age of 65. This corresponds to the age of eligibility for pension, including access to a government health card. It is also evident that the counterfactual forecasted probability of coverage (presupposing that the demand for insurance is steady over time) is higher for the younger age groups, decreasing for the middle age groups, and slightly lower still for the oldest age group (Barrett and Conlon, 2003).

Generally, there exists indisputable substantiation that over the course of the study period the individuals and families who symbolised lower insurance risks, centred on observable and unobservable factors, were most prone to opt out of the pool of the insured. On the foundation of this finding, it is reasonable to infer that at least part of the decrease in private insurance coverage over the study period was as a result of adverse selection (Barrett and Conlon, 2003). 

6.9) Conclusion

It seems that at any point in time the composition of an insurance pool possesses both low and high-risk individuals. The former relates to the notion of risk aversion, in that low-risk individuals tend to be risk averse, and therefore inclined to purchase insurance cover. The latter may be the presence of adverse selection; high-risk individuals are more likely to purchase insurance due to the fact that they are more likely to require it. The results of Barrett and Conlon (2003) are consistent with this statement. 

For singles, the impact of age and the number of health conditions which characterised the fund membership in 1989 is symptomatic of adverse selection. However, converse indications did exist. The health status and health risk indicators created numbers of divergences away from the theory of adverse selection in relation to the decision to acquire private health insurance. Consumers with bad health conditions, risky drinking behaviours, and those that were smokers were less likely to purchase private health insurance than identical individuals without those risky attributes. In this manner, the converse of the adverse selection theory is evident; the insured pool possessed better (lower) health risks than the general population, all else equal. In other words, more low-risk individuals possessed private health insurance than the rest of the population. This suggests that a significant part of the decision to purchase insurance is based upon risk aversion, with the more risk-averse assuming lower risk activities (one of which is purchasing additional health insurance). This is consistent with the limitation detected in Saito (2004) earlier, in that risk aversion may contaminate the results obtained when testing for the presence of adverse selection. A general evaluation implies that the degree of adverse selection in the pool privately insured single adults was augmented over time (Barrett and Conlon, 2003).  

The transformation in the demand for private health insurance regarding families between 1989 and 1995 also detects an increasing degree of adverse selection within the insurance pool. Taking into account the decreasing proportion of those insured over the study period, the chance of a family being insured in 1995 was more positively correlated with age, and the number of recent health conditions of the partner. These results were offset by the noteworthy relationships between a deficiency of private coverage and the adult members of the family being high-risk drinkers, and/or smokers, and/or assessing his/her health risk to be poor (risk aversion). Once again however, in general it is discovered that adverse selection increased over time (Barrett and Conlon, 2003).

Barrett and Conlon (2003) investigated the determinants of the decision to purchase private health insurance and the manner in which their magnitude has been altered over time. The paper explicates that some notions still require examination; such as the ‘hit and run’ and ‘hit and stay’ membership. The former is a temporary membership by those anticipating a medical procedure, whilst the latter is a membership of those who are reaching a stage of increased probabilities of requiring health care. Both of these notions would be extremely important in relation to genetic testing and adverse selection. If a genetic test reveals a predisposition to a particular condition, which will require a medical procedure, one may decide to purchase insurance temporarily to cover the costs. In the other instance, a susceptibility to a medical condition which may lead to a lifetime of medical care requirements, may convince some consumers to purchase medical insurance permanently (Barrett and Conlon, 2003).  

In either case, the significance of Barrett and Conlon (2003) to the application of genetic testing is crucial: the paper provides a confirmation that adverse selection is present within the Australian health insurance market. This is vital, due to the fact that in the event that adverse selection did not exist at all, and was simply a theory, there would be no purpose of applying genetic testing to the insurance market to begin with. Barrett and Conlon (2003) is especially critical due to the fact that it involves the health insurance market, which is most likely to be affected by genetic testing when the technology becomes widespread. Unfortunately, due to a lack of data, no concrete studies have been performed examining the actual impact of genetic testing and adverse selection on the insurance market. For this reason the final section of this paper includes a study performed to get a general understanding of the public view and reaction to genetic testing and the insurance industry. 

7. Public Perceptions Regarding Genetic Testing and Insurance Coverage

Since little evidence exists in terms of actual studies performed regarding genetic testing and the adverse selection consequences upon the insurance industry, a limited private study was undertaken to gauge the public perception. It is acknowledged that the means used as well as the data were not scientific, however, the purpose of the study was to acquire a transitory understanding of the public view on genetics, genetic testing, insurance underwriting, and the possible trends toward or away from adverse selection. Due to the fact that genetic testing is not widely utilised in South Africa, and health insurance companies do not use genetic test results in the setting of premiums; it is difficult to acquire any empirical evidence on the matter. 

7.1) Data

The sample size was made up of 60 respondents. This sample contained 32 males and 28 females. Three different age categories were considered: 20 – 25 years (25 respondents); 26 – 64 years (30 respondents); and 65+ years (5 respondents). The occupations in which the individuals were involved were split up into six categories: medical (15), legal (10), commercial (11), education (10), student (9), and retired (5). 

Of the 60 respondents, 100% possessed medical aid cover and of those 9 were dependents not primary members. It was discovered that 25 of the participants were high-risk and 35 were low-risk consumers
. 

7.2) Method

A survey was handed out to the participants, whereby they would answer a series of 15 questions.
 The respondents were selected at random and the general information which was enquired was the ‘occupation’, ‘age’, and ‘gender’ of the respondent. For the sake of simplicity the ‘genetic disorder’ referred to was heart disease. However, respondents were informed that it was possible to take into consideration any other possible genetic disorders. It is important to remember that regardless of which genetic disorder one considers, a positive (adverse) result from testing will eventually lead to increased doctor, hospitalisation, and medication costs. Full discretion was utilised
. The risk classification technique used was simple: if the respondent had visited a doctor three times or more in the previous six months, or had a family history of genetic disorders, one would be considered high-risk. The corresponding numbers were 18 and 7 respectively
. For the purposes of this paper, old age was not considered as a high-risk attribute; this is due to the fact that genetic disorders may emerge at birth, at old age, or at any point in between. 

7.3) Result Analysis

It may be surprising to some; however, 100% of the participants stated that they would be prepared to have a genetic disorder test, on the other hand, only seven actually had undertaken one. Of the seven that had taken a genetic test, six maintained that the test did influence their decision to purchase medical aid. Already, this result is suggesting signs of adverse selection and more importantly a link between the two concepts of genetic testing and insurance. 

It was found that fifteen respondents did fear being discriminated against by insurance companies in the event that a genetic disorder test reveals a susceptibility to a certain disease. This 25% is a high enough to confirm the fears stated earlier in the paper regarding the public view of genetic testing and insurance underwriting techniques. However it must be noted that only one respondent stated that this fear would actually deter him/her from undertaking a genetic disorder test. This number is small enough to suggest that fears that insurance companies may lead consumers not to take genetic tests are possibly unfounded. It seems that ‘occupation’ had no evident correlation with genetic testing or insurance coverage. Nevertheless, it may be interesting to note the employment of individuals from which the data was derived.

All respondents stated that they would take a genetic test if an insurance company offered a premium decrease in the event that the result was negative. This is not surprising seen as though all participants claimed that they would be prepared to take a genetic test in any event. Nevertheless, the result further indicates a strong link between genetic testing and the decision to purchase insurance. Surprisingly, fifty-two participants stated that, in the event that a genetic test result was positive, they would be inclined to withhold the information from the medical aid. The 87% response is extremely high from the perspective of an insurance company, and is consistent with fears of adverse selection. It is important to note that the question did not distinguish between the event in which the insurer poses the question of a genetic test result and the individual actually gives a false response, and the event in which the insurance company does not pose the question at all and the individual opts not to reveal the information. Perhaps this result is not as unexpected as one may think. It must be taken into considering that worldwide insurance companies are predominantly not permitted to inquire about genetic test results when setting premiums. In this case, it would be meaningless and impractical on the part of an applicant to reveal positive genetic test results to an insurer. 

The following set of results reveals the potential presence of adverse selection. Fifty-eight respondents (97% of all respondents) stated that a positive genetic disorder test result would: first, encourage them to purchase medical aid cover, and second, encourage them to purchase a higher amount of health cover. Once a positive genetic test result is obtained, the individual concerned is regarded as high-risk (for underwriting purposes), further it now seems that these consumers are then 97% likely to purchase medical insurance (all else equal), as well as a higher quantity of cover. Recall that a definition of adverse selection states that in the presence of information asymmetries, high-risk consumers are more likely to purchase insurance and high-risk consumers are more likely to purchase a higher amount of cover, which may lead to low-risk consumers opting out of the insurance pool. 

The last aspect may, to an extent, be determined by the fact that thirty-one respondents stated that they may opt out of medical insurance in the event that genetic tests reveal that they are not susceptible to a disorder and premiums increase. It is noted that this result may not accurately reveal an adverse selection spiral
. One should also state that in South Africa the costs of medical care are relatively high (when considering countries in which at least partial health care is supplied by the state); therefore, even a hefty premium increase may not induce a consumer to completely opt out of medical insurance cover. This is due to the fact that the marginal cost of taking on additional medical expenditure would be higher than the marginal cost presented by an increase in premiums. One should also point out that 100% of the high-risk individuals and those individuals over the age of 65 (generally considered to be high-risk by health insurance companies) stated that they would be more likely to purchase medical aid cover, as well as more comprehensive cover, if a genetic test result contained a positive outcome.  

7.4) Conclusion

It must once again be stated that the survey performed may not be used as definite evidence; however, it simply depicts the perception that individuals carry regarding genetic testing, insurance underwriting, and the insurance industry. The results provide indicative confirmation that consumers tend to behave in a manner consistent with the theory of adverse selection as outlined by Rothschild and Stiglitz (1976) and similar contemporary literature. Information asymmetries do exist, high-risk consumers are more likely to purchase insurance and high-risk consumers are more likely to purchase a higher amount of cover, which may lead to low-risk consumers opting out of the insurance pool. 

8. Conclusion

The advent of the scientific field of genetics has literally and figuratively changed mankind. Many advantages and disadvantages exist regarding the mentioned field of study. The paper attempted to define the potential effects that genetics will have upon the insurance industry. More specifically, an attempt was made to discover whether the use of genetic disorder test results will lead to
, or alternatively curtail adverse selection 

The field of genetics was described in order to understand the nature of genetic testing and the link to the theory of adverse selection making use of Rothschild and Stiglitz (1976). Adverse selection may transpire due to information asymmetries or regulation; high-risk consumers are more likely to purchase insurance and a higher amount of cover, which may lead to low-risk consumers opting out of the insurance pool. This could under extreme circumstances lead to market collapse. Genetic test results could lead to information asymmetries by providing individuals with more accurate knowledge of their health risk status. On the other hand, genetic test results could also be used by insurance companies in order to price risks undertaken more accurately.  

In the event that a consumer discovers, with the assistance of a genetic test, that a susceptibility exists to a certain disorder, the individual may be more inclined to purchase insurance, or may purchase more comprehensive cover. As claim costs increase, low-risk consumers could opt out of the insurance pool, leading to an adverse selection spiral. 

It was necessary to present the counterargument, which states that adverse selection may not be significant in reality. Saito (2004) looked at the automobile insurance industry in Japan and discovered evidence indicating the absence of adverse selection; however the health insurance market differs greatly from that of the car insurance market. This is due to the fact that individuals may not be aware of their actual risk (motor insurance); in fact the insurance company may actually be better-equipped to classify the consumer. For this reason, an individual may not even select a higher amount coverage, or any at all, even though the consumer is objectively high-risk, due to the fact that the individual may believe that he/she is low-risk. On the other hand, regarding health insurance, a genetic test will reveal for definite what risk the individual is, the decision to purchase insurance will then be based upon this knowledge. The notion is that in the former case, consumers and the insurance company both lack information (motor insurance), whilst in the latter (health insurance), the individual may possess more accurate information that the underwriter. Indications of adverse selection were however found by Dahlby (1983) in the Canadian automobile insurance market. Macdonald (1999) created a valid line of reasoning, which described that adverse selection may not have a significant effect within the life insurance industry, even though the results may be confined to that specific market. 

An analysis was further performed on Barrett and Conlon (2003) which detects adverse selection in the health insurance market of Australia. This is a crucial finding due to the fact that if adverse selection is found to be significant, one may then justify the possibility that genetic testing may potentially affect the insurance industry. This line of reasoning is chosen due to the fact that no data exists regarding genetic testing and adverse selection. 

Lastly, a survey study was performed in which the public perception on genetic testing and insurance was questioned. The results seem to be in line with the general reasoning of the paper: adverse selection does exist, and although it may not be prevalent in some markets, it is certainly worth investigating within the insurance industry.  

Appendix A: Genetic Testing and Insurance Questionnaire 
1) Would you ever be prepared to have a genetic disorder test?
 

2) Have you ever been tested for a genetic disorder? 

3) If yes, did the result influence any decisions regarding the purchase of medical aid? 

4) If not, would you ever consider receiving a genetic disorder test? 

5) Do you have a family history of a genetic disorder? 

6) Do you fear being discriminated against by medical aid companies if you are found to be susceptible to a genetic disorder? 

7) If yes, would this fear deter you from ever being tested for a genetic disorder? 

8) If a medical aid company offered a considerable premium decrease, conditional upon you being tested for a genetic disorder with a negative result, would you be inclined to take the test and inform the medical aid in the event of a negative result? 

9) In the event that your genetic disorder test result is positive would you be inclined to withhold the information from the medical aid? 

10) In the event that your genetic disorder test result is positive would you be more inclined to purchase medical aid cover? 

11) Do you currently have any form of medical aid? 

12) If yes, is your medical aid cover fully comprehensive? 

13) Are you the primary medical aid member or a dependent? 

14) In the event that your genetic disorder test result is positive would you be inclined to purchase a higher amount of health cover? 

15) How many times have you visited the doctor in the past 6 months? 

16) Would you consider leaving a medical aid, or at least purchasing less comprehensive cover, if you find that you are not susceptible to a genetic disorder, however premium prices increase? 
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� ‘Risk quantity’ refers to the theoretical amount of inherent risk which is contained by an individual.  


� The principle of equity in health insurance entails that everyone should have an opportunity to achieve their maximum health potential and should not be deprived from reaching this potential. This entails equal access to available care, as well as equal quality of care, regardless of risk quantity. 


� Anti-parallel is a term used to describe two molecules which are side by side but flow in opposite directions. Regarding DNA, the head of one strand corresponds to the tail of the other strand. 


� A genotype is the particular genetic formation which is responsible for the phenotypic physical trait�.


� A phenotype is any particular characteristic, which is shown to be inherited, such as eye colour (Winter et al, 2002).


� ‘BB’ illustrates the dominant brown eye-colour whilst ‘bb’ illustrates the recessive blue eye-colour. 


� Heterogametic sex refers to two different sex gametes.  


� Homogametic sex refers to two of the same sex gametes.  


� A genetic marker is a known sequence of DNA; marking is made possible as portions of DNA which lie next to each other on a chromosome have the tendency of being inherited together.  


� The GAIC is only applicable in the United Kingdom. More information on the committee will be provided further on in this Section. 


� An autosome is a non-sex chromosome; for example the X and Y chromosomes in humans. An autosomal disorder means that the problematic gene is not found on the sex chromosome. Autosomal dominant disorders occur when one copy of the mutated gene is required for an individual to be affected, therefore if one of the parents carries the infected gene the offspring has a 50% chance of being influenced. Autosomal recessive disorders require two copies of a gene to be mutated (both parents) in order for the offspring to be affected. Both parents may carry a single infected gene (carriers) and not be affected, which will result in a 25% chance of the offspring being affected.  


� Sex cell; either sperm or ovum.


� A set of any three adjacent bases in the DNA or RNA. There are 64 different codons of which 61 specify the incorporation of an amino acid into a polypeptide chain while the remaining three are stop codons that signal the end of a polypeptide.


� Carcinogens are agents that cause cancer.


�‘Lemons’ (bad risks) may drive out low-risk policyholders from the insurance market; thus leaving the insurance company with many high-risk individuals, which could result in failure due to a high increase in claims. This notion will be discussed in detail further on.   


� A susceptibility to genetic diseases may exclude individuals from job opportunities. 


� This is due to the fact that γ lies on a higher indifference curve than (άH, άL), which would increase utility. 


� Costs of separating result from an individual’s incapability to acquire complete insurance. 


� Low-risk individuals would abandon β and select γ. Thus, β would make negative profits due to the fact that it would contain only high-risk individuals. Under the Cournot-Nash equilibrium, no equilibrium exists if a contract makes negative profits. 


� Risk aversion may be a determinant of which policies are selected by consumers, not only cost. 


� Benefits from selling a good quality product will be spread among the entire industry, not just to the particular seller. This is a positive externality which may cost the particular seller more, while the return will be spread.  


� The variables of cost and probability of an accident are not affected by the model. Therefore one is not taking into account the fact that an individual may purposely cause an accident (or take less care with the insured vehicle as a result of owning an insurance policy) in order to claim from insurance. 


� Cawley and Philipson (1999), Buchmueller and DiNardo (2002), and Chiappori and Salanie (2000). 


� The high-risk regions are Kanagawa and Osaka, whilst the low-risk regions Iwate and Kagoshima. The methodology used to reach this conclusion is explained further on. 


� Aggregated data is data which is combined from several different combined sources. Individual data arises from one single source. 


� First-party insurance is coverage of the insured’s own property, as opposed to third-party insurance which is coverage of liability to others. It is more likely that adverse selection could occur with first-party insurance (such as collision insurance) due to the fact that high-risk individuals are more likely to attempt to protect their own wealth in the event of a loss, than the wealth of others. Therefore one will purchase more cover to protect oneself rather than others. As mentioned above, this notion is subjective. 


� The rate at which insurance contracts are purchased. 


� The number in parentheses after each region indicates the number of observations obtainable from each respective region. 


� The sample which is being utilised in order to ascertain the results. 


� This will be looked at in more detail further on in a study of the Australian private health insurance market.


� Details of these assumptions are not given as they once again go beyond the scope of this paper; however one may refer to Macdonald (1997, 1999) for further reading.


� This process was explicated earlier in the genetic testing and adverse selection justification.


� Barrett and Conlon (2003) does not provide definitions for some of the classifications. 


� This may also be due to the additional responsibility of ensuring the well-being of one’s children. 


� The plotted graphs may be viewed in Barrett and Conlon (2003).


� The method of risk classification is explicated later


� Refer to Appendix A for a list of the survey questions.


� The identity of the respondents was undisclosed. 


� It must be noted that the survey was performed in October; therefore the previous six months included winter in South Africa, which is known for increasing instances of colds and flu.


� These results are only indicative rather than scientific.


� In the event that individuals test themselves, and in the case of a positive outcome, seek health insurance cover. 
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